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1

Introduction

The Oxford English Dictionary provides the following two related definitions
of the word phylogeny :

1. The pattern of historical relationships between species or other groups
resulting from divergence during evolution.

2. A diagram or theoretical model of the sequence of evolutionary divergence
of species or other groups of organisms from their common ancestors.

In short, a phylogeny is the “family tree” of a collection of units designated
generically as taxa. Figure 1.1 is a simple example of a phylogeny for four
primate species. Strictly speaking, phylogenies need not be trees. For instance,
biological phenomena such as hybridization and horizontal gene transfer can
lead to non-tree-like reticulate phylogenies for organisms. However, we will
only be concerned with trees in these notes.

Phylogenetics (that is, the construction of phylogenies) is now a huge en-
terprise in biology, with several sophisticated computer packages employed
extensively by researchers using massive amounts of DNA sequence data to
study all manner of organisms. An introduction to the subject that is accessi-
ble to mathematicians is [67], while many of the more mathematical aspects
are surveyed in [125].

It is often remarked that a tree is the only illustration Charles Darwin
included in The Origin of Species. What is less commonly noted is that Dar-
win acknowledged the prior use of trees as representations of evolutionary
relationships in historical linguistics – see Figure 1.2. A recent collection of
papers on the application of computational phylogenetic methods to historical
linguistics is [69].

The diversity of life is enormous. As J.B.S Haldane often remarked 1 in
various forms:
1 See Stephen Jay Gould’s essay “A special fondness for beetles” in his book [77]

for a discussion of the occasions on which Haldane may or may not have made
this remark.
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Orangutan Gorilla Chimpanzee Human

Fig. 1.1. The phylogeny of four primate species. Illustrations are from the Tree of
Life Web Project at the University of Arizona

I don’t know if there is a God, but if He exists He must be inordinately
fond of beetles.

Thus, phylogenetics leads naturally to the consideration of very large trees
– see Figure 1.3 for a representation of what the phylogeny of all organ-
isms might look like and browse the Tree of Life Web Project web-site at
http://www.tolweb.org/tree/ to get a feeling for just how large the phylo-
genies of even quite specific groups (for example, beetles) can be.

Not only can phylogenetic trees be very large, but the number of possible
phylogenetic trees for even a moderate number of taxa is enormous. Phyloge-
netic trees are typically thought of as rooted bifurcating trees with only the
leaves labeled, and the number of such trees for n leaves is p2n�3q�p2n�5q�
� � ��7�5�3�1 – see, for example, Chapter 3 of [67]. Consequently, if we try
to use statistical methods to find the “best” tree that fits a given set of data,
then it is impossible to exhaustively search all possible trees and we must
use techniques such as Bayesian Markov Chain Monte Carlo and simulated
annealing that randomly explore tree space in some way. Hence phylogenetics
leads naturally to the study of large random trees and stochastic processes
that move around spaces of large trees.
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Anatolian

Tocharian

Greek

Armenian

Italic

Celtic

Albanian

Germanic

Baltic Slavic

Vedic

Iranian

Fig. 1.2. One possible phylogenetic tree for the Indo-European family of languages
from [118]

Although the investigation of random trees has a long history stretching
back to the eponymous work of Galton and Watson on branching processes,
a watershed in the area was the sequence of papers by Aldous [12, 13, 10].
Previous authors had considered the asymptotic behavior of numerical fea-
tures of an ensemble of random trees such as their height, total number of
vertices, average branching degree, etc. Aldous made sense of the idea of a se-
quence of trees converging to a limiting “tree-like object”, so that many such
limit results could be read off immediately in a manner similar to the way
that limit theorems for sums of independent random variables are straight-
forward consequences of Donsker’s invariance principle and known properties
of Brownian motion. Moreover, Aldous showed that, akin to Donsker’s invari-
ance principle, many different sequences of random trees have the same limit,
the Brownian continuum random tree, and that this limit is essentially the
standard Brownian excursion “in disguise”.

We briefly survey Aldous’s work in Chapter 2, where we also present some
of the historical development that appears to have led up to it, namely the
probabilistic proof of the Markov chain tree theorem from [21] and the algo-
rithm of [17, 35] for generating uniform random trees that was inspired by
that proof. Moreover, the asymptotic behavior of the tree–generating algo-



4 1 Introduction

Bacillus coagulans

Staphylococcus aureus

Enterococcus sulfureus

Streptococcus bovis

Lactobacillus acidophilus

Spiroplasm
a tiaw

anense

C
lostridium

 butyricum

H
eliobacterium

 gestii

Therm
oanaerobacter lacticus

D
einococcus radiodurans

Flavobacterium
 odoratum

C
hlam

ydia pneum
oniae

Fusobacterium
 perfoetens

Escherichia coli

Salm
onella agona

Vibrio aestuarianus

Pseudom
onas m

endocina

Legionella pneum
ophila

N
eisseria gonorrhoeae

Burkholderia solanacearum

Agrobacterium
 vitis

R
hizobium

 legum
inosarum

R
ickettsia m

ontana

C
am

pylobacter hyointestinalis

H
elicobacter cholecystus

D
esulfoacinum

 infernum

M
yxococcus coralloides

Spirochaeta alkalica

Spirulina subsalsa

C
hlorobium

 phaeovibrioides

Trichotom
ospora caesia

Streptom
yces lavendulae

M
icrobacterium

 lacticum

N
ocardia calcarea

C
orynebacterium

 acetoacidophilum

Kineococcus aurantiacus

G
eoderm

atophilus obscurus

Bifidobacterium
 catenulatum

C
hloroflexus aurantiacus

A
quifex pyrophilus

Therm
otoga m

aritim
a

P
yrodictium

 occultum

Therm
oproteus tenax

Therm
ococcus stetteri

Therm
ococcus fum

icolans

M
ethanococcus jannaschii A

M
ethanococcus m

aripaludis

M
ethanobacterium

 bryantii

M
ethanobacterium

 subterraneum

M
ethanosarcina siciliae

Therm
oplasm

a acidophilum

H
alobacterium

 m
arism

ortui

H
aloferax denitrificans

C
oem

ansia reversa

S
pirodactylon aureum

C
oem

ansia braziliensis

D
ipsacom

yces acum
inosporus

Linderina pennispora

K
ickxella alabastrina

M
artensiom

yces pterosporus

S
m

ittium
 culisetae

C
apniom

yces stellatus

Furculom
yces boom

erangus

G
enistelloides hibernus

S
pirom

yces aspiralis

S
pirom

yces m
inutus

C
onidiobolus throm

boides

M
acrobiotophthora verm

icola

S
trongw

ellsea castrans

Pandora neoaphidis

Zoophthora culisetae

Zoophthora radicans

E
ryniopsis ptycopterae

E
ntom

ophaga aulicae

E
ntom

ophthora m
uscae

E
ntom

ophthora schizophora

C
onidiobolus coronatus

M
ucor ram

annianus

M
ucor m

ucedo

M
ucor racem

osus

S
yncephalastrum

 racem
osum

B
asidiobolus ranarum

E
ndogone pisiform

is

M
ortierella polycephala

A
caulospora rugosa

A
caulospora spinosa

E
ntrophospora colum

biana

G
lom

us m
osseae

G
lom

us cf geosporum

G
lom

us m
ossae

G
lom

us m
anihotis

G
lom

us intraradices

G
lom

us etunicatum

G
lom

us claroideum

G
lom

us versiform
e

S
cuttellospora pellucida

S
cutellospora castanea

S
cutellospora heterogam

a

S
cuttellospora dipapillosa

G
igaspora albida

G
igaspora m

argarita

G
igaspora decipiens

G
igaspora gigantea

A
caulospora gerdem

annii

G
eosiphon pyriform

e

A
leurodiscus botryosus

S
tereum

 hirsutum

G
loeocystidiellum

 leucoxantha

S
tereum

 annosum

H
eterobasidion annosum

Laxitextum
 bicolor

H
ericium

 ram
osum

H
ericium

 erinaceum

Lentinellus ursinus

Lentinellus om
phalodes

C
lavicorona pyxidata

A
uriscalpium

 vulgare

B
ondarzew

ia berkeleyi

S
cytinostrom

a alutum

Peniophora nuda

E
chinodontium

 tinctorium

R
ussula com

pacta

Inonotus hispidus

P
hellinus igniarius

Trichaptum
 biform

e

Trichaptum
 abietinum

Trichaptum
 fusco violaceum

Trichaptum
 laricinum

B
asidioradulum

 radula

C
oltricia perennis

S
chizopora paradoxa

H
yphodontia alutaria

S
phaerobolus stellatus

G
eastrum

 saccatum

R
am

aria stricta

C
lavariadelphus pistillaris

G
om

phus floccosus

P
seudocolus fusiform

is

A
uricularia polytricha

A
uricularia auricula

P
seudohydnum

 gelatinosum

B
oletus satanas

X
erocom

us chrysenteron

C
alostom

a ravenelii

C
alostom

a cinnabarinum

S
cleroderm

a citrina

P
axillus panuoides

Leucoagaricus gongylophorus

B
asid sym

b of A
tta cephalotes

B
asid sym

b of S
ericom

yrm
ex bond

B
asid sym

b of Trachym
yrm

ex bugn

B
asid sym

b of C
yphom

yrm
ex rim

os

B
asid sym

b of A
pterostigm

a coll

A
thelia bom

bacina

P
anellus stipticus

Typhula phacorrhiza

P
anellus serotinus

Tricholom
a m

atsutake

O
m

phalina um
bellifera

P
leurotus ostreatus

C
oprinus cinereus

C
ortinarius iodes

Lepiota procera

C
rucibulum

 laeve

S
tropharia rugosoannulata

C
alvatia gigantea

C
yathus striatus

Lentinula lateritia

A
m

anita m
uscaria

C
antharellus tubaeform

is

D
ictyonem

a pavonia

S
chizophyllum

 com
m

une

Fistulina hepatica

P
leurotus tuberregium

A
garicus bisporus

Tulostom
a m

acrocephala

P
luteus petasatus

Term
itom

yces cartilagineus

Term
itom

yces album
inosus

C
eriporia purpurea

B
jerkandera adusta

P
hlebia radiata

P
hanerochaete chrysosporium

R
hizoctonia zeae

Tretopileus sphaerophorus

D
entocorticium

 sulphurellum

Fom
es fom

entarius

Lentinus tigrinus

G
anoderm

a australe

Tram
etes suaveolens

P
olyporus squam

osus

Laetiporus sulphureus

P
haeolus schw

einitzii

S
parassis spathulata

A
ntrodia carbonica

D
aedalea quercina

Fom
itopsis pinicola

S
pongipellis unicolor

P
anus rudis

M
eripilus giganteus

A
lbatrellus syringae

G
loeophyllum

 sepiarium

H
ydnum

 repandum

M
ulticlavula m

ucida

C
lavulina cristata

B
otryobasidium

 subcoronatum

B
otryobasidium

 isabellinum

Thanatephorus cucum
eris

Thanatephorus praticola

H
eterotextus alpinus

C
alocera cornea

D
acrym

yces chrysosperm
us

D
acrym

yces stillatus

T
suchiaea w

ingfieldii
C

ryptococcus neoform
ans

Filobasidiella neoform
ans

B
ullera dendrophila

Trim
orphom

yces papilionaceus

B
ullera m

iyagiana
B

ullera globospora
Trem

ella globospora
B

ullera pseudoalba
B

ullera penniseticola
B

ullera hannae
B

ullera alba
B

ullera unica
Trem

ella m
oriform

is
Fellom

yces distylii
K

ockovaella schim
ae

Fellom
yces ogasaw

arensis
K

ockovaella phaffii
K

ockovaella m
achilophila

K
ockovaella im

peratae
K

ockovaella sacchari
K

ockovaella thailandica
Fellom

yces fuzhouensis
Fellom

yces penicillatus
Fellom

yces polyborus
Fellom

yces horovitziae
S

terigm
atosporidium

 polym
orphum

Fibulobasidium
 inconspicuum

S
irobasidium

 m
agnum

B
ullera coprosm

aensis
B

ullera oryzae
B

ullera derxii
B

ullera sinensis
B

ullera m
rakii

B
ullera huiaensis

B
ul

le
ra

 c
ro

ce
a

B
ul

le
ra

 a
rm

en
ia

ca
B

ul
le

ra
 v

ar
ia

bi
lis

Tr
ic

ho
sp

or
on

 c
ut

an
eu

m
Tr

ic
ho

sp
or

on
 ja

po
ni

cu
m

Tr
em

el
la

 fo
lia

ce
a

H
ol

te
rm

an
ni

a 
co

rn
ifo

rm
is

Fi
lo

ba
si

di
um

 fl
or

ifo
rm

e
M

ra
ki

a 
ps

yc
hr

op
hi

lia
M

ra
ki

a 
fri

gi
da

U
de

ni
om

yc
es

 m
eg

al
os

po
ru

s
U

de
ni

om
yc

es
 p

un
ic

eu
s

U
de

ni
om

yc
es

 p
iri

co
la

B
ul

le
ra

 g
ra

nd
is

po
ra

Le
uc

os
po

rid
iu

m
 la

ri 
m

ar
in

i
C

ys
to

fil
ob

as
id

iu
m

 c
ap

ita
tu

m
P

ha
ffi

a 
rh

od
oz

ym
a

T
ill

et
ia

 c
ar

ie
s

Ti
lle

tia
ria

 a
no

m
al

a
T

ill
et

io
ps

is
 fu

lv
es

ce
ns

T
ill

et
io

ps
is

 fl
av

a
T

ill
et

io
ps

is
 m

in
or

T
ill

et
io

ps
is

 a
lb

es
ce

ns

T
ill

et
io

ps
is

 w
as

hi
ng

to
ne

ns
is

T
ill

et
io

ps
is

 p
al

le
sc

en
s

U
st

ila
go

 h
or

de
i

U
st

ila
go

 m
ay

di
s

U
st

ila
go

 s
hi

ra
ia

na
G

ra
ph

io
la

 c
yl

in
dr

ic
a

G
ra

ph
io

la
 p

ho
en

ic
is

C
am

pt
ob

as
id

iu
m

 h
yd

ro
ph

ilu
m

S
ym

po
di

om
yc

op
si

s 
pa

ph
io

pe
di

li

K
on

do
a 

m
al

vi
ne

lla

B
en

si
ng

to
ni

a 
m

is
ca

nt
hi

B
en

si
ng

to
ni

a 
su

br
os

ea

B
en

si
ng

to
ni

a 
yu

cc
ic

ol
a

B
en

si
ng

to
ni

a 
ph

yl
la

du
s

M
yc

og
lo

ea
 m

ac
ro

sp
or

a

S
te

rig
m

at
om

yc
es

 h
al

op
hi

lu
s

A
ga

ric
os

til
bu

m
 h

yp
ha

en
es

B
en

si
ng

to
ni

a 
in

go
ld

ii

B
en

si
ng

to
ni

a 
m

us
ae

K
ur

tz
m

an
om

yc
es

 n
ec

ta
ire

i

C
hi

on
os

ph
ae

ra
 a

po
ba

si
di

al
is

S
po

ro
bo

lo
m

yc
es

 x
an

th
us

B
en

si
ng

to
ni

a 
na

ga
no

en
si

s

B
en

si
ng

to
ni

a 
ci

lia
ta

M
ix

ia
 o

sm
un

da
e

R
ho

do
sp

or
id

iu
m

 to
ru

lo
id

es

R
ho

do
to

ru
la

 g
lu

tin
is

R
ho

do
to

ru
la

 g
ra

m
in

is

R
ho

do
to

ru
la

 m
uc

ila
gi

no
sa

R
ho

do
sp

or
id

iu
m

 fl
uv

ia
le

S
po

rid
io

bo
lu

s 
jo

hn
so

ni
i

S
po

ro
bo

lo
m

yc
es

 ro
se

us

B
en

si
ng

to
ni

a 
ya

m
at

oa
na

Zy
m

ox
en

og
lo

ea
 e

rio
ph

or
i

M
ic

ro
bo

try
um

 v
io

la
ce

um

Le
uc

os
po

rid
iu

m
 s

co
tti

i

B
en

si
ng

to
ni

a 
in

te
rm

ed
ia

H
et

er
og

as
tri

di
um

 p
yc

ni
di

oi
de

um

H
ya

lo
ps

or
a 

po
ly

po
di

i

P
er

id
er

m
iu

m
 h

ar
kn

es
si

i

C
ro

na
rti

um
 ri

bi
co

la

U
re

di
no

ps
is

 in
te

rm
ed

ia

P
hy

so
pe

lla
 a

m
pe

lo
ps

id
is

G
ym

no
co

ni
a 

ni
te

ns

P
uc

ci
ni

a 
su

zu
ta

ke

N
ys

so
ps

or
a 

ec
hi

na
ta

A
ec

id
iu

m
 e

pi
m

ed
ii

R
ho

do
to

ru
la

 m
in

ut
a

E
ry

th
ro

ba
si

di
um

 h
as

eg
aw

ia
nu

m

R
ho

do
to

ru
la

 la
ct

os
a

R
ho

do
sp

or
id

iu
m

 d
ac

ry
oi

du
m

H
el

ic
ob

as
id

iu
m

 p
ur

pu
re

um

H
el

ic
ob

as
id

iu
m

 m
om

pa

H
el

ic
ob

as
id

iu
m

 c
or

tic
io

id
es

H
el

ic
og

lo
ea

 v
ar

ia
bi

lis

G
ra

ph
iu

m
 p

ut
re

di
ni

s

G
ra

ph
iu

m
 te

ct
on

ae

P
et

rie
lla

 s
et

ife
ra

Lo
m

en
to

sp
or

a 
pr

ol
ifi

ca
ns

P
se

ud
al

le
sc

he
ria

 b
oy

di
i

P
se

ud
al

le
sc

he
ria

 e
lli

ps
oi

de
a

Li
gn

in
co

la
 la

ev
is

N
ai

s 
in

or
na

ta

A
ni

pt
od

er
a 

ch
es

ap
ea

ke
ns

is

H
al

os
ar

ph
ei

a 
re

to
rq

ue
ns

M
ic

ro
as

cu
s 

ci
rr

os
us

G
ra

ph
iu

m
 p

en
ic

illi
oi

de
s

C
er

at
oc

ys
tis

 fi
m

br
ia

ta

Fu
sa

riu
m

 c
ul

m
or

um

G
ib

be
re

lla
 p

ul
ic

ar
is

Fu
sa

riu
m

 c
er

ea
lis

Fu
sa

riu
m

 e
qu

is
et

i

N
ec

tri
a 

ha
em

at
oc

oc
ca

Fu
sa

riu
m

 o
xy

sp
or

um

G
ib

be
re

lla
 a

ve
na

ce
a

Fu
sa

riu
m

 m
er

is
m

oi
de

s

P
ae

ci
lo

m
yc

es
 te

nu
ip

es

C
or

dy
ce

pi
oi

de
us

 b
is

po
ru

s

H
am

ilt
on

ap
hi

s 
st

yr
ac

i s
ym

b

G
eo

sm
ith

ia
 p

ut
te

ril
lii

G
eo

sm
ith

ia
 la

ve
nd

ul
a

S
pi

ce
llu

m
 ro

se
um

M
yc

oa
ra

ch
is

 in
ve

rs
a

N
ec

tri
a 

oc
hr

ol
eu

ca

N
ec

tri
a 

au
re

of
ul

va

C
ha

et
op

si
na

 fu
lv

a

H
yp

oc
re

a 
lu

te
a

H
yp

om
yc

es
 c

hr
ys

os
pe

rm
us

G
lo

m
er

el
la

 c
in

gu
la

ta

Ve
rt

ic
ill

iu
m

 d
ah

lia
e

H
yp

ox
yl

on
 fr

ag
ifo

rm
e

X
yl

ar
ia

 c
ar

po
ph

ila

X
yl

ar
ia

 p
ol

ym
or

ph
a

R
os

el
lin

ia
 n

ec
at

rix

O
bo

la
rin

a 
dr

yo
ph

ila

K
io

no
ch

ae
ta

 iv
or

ie
ns

is

K
io

no
ch

ae
ta

 s
pi

ss
a

K
io

no
ch

ae
ta

 ra
m

ife
ra

M
el

io
la

 ju
dd

ia
na

M
el

io
la

 n
ie

ss
le

an
a

Po
do

sp
or

a 
an

se
rin

a

N
eu

ro
sp

or
a 

cr
as

sa

S
or

da
ria

 fi
m

ic
ol

a

C
ha

et
om

iu
m

 e
la

tu
m

C
am

ar
op

s 
m

ic
ro

sp
or

a

A
sc

ov
ag

in
os

po
ra

 s
te

llip
al

a

C
ry

ph
on

ec
tri

a 
pa

ra
si

tic
a

C
ry

ph
on

ec
tri

a 
ra

di
ca

lis

C
ry

ph
on

ec
tri

a 
ha

va
ne

ns
is

C
ry

ph
on

ec
tri

a 
cu

be
ns

is

E
nd

ot
hi

a 
gy

ro
sa

Le
uc

os
to

m
a 

pe
rs

oo
ni

i

O
ph

io
st

om
a 

eu
ro

ph
io

id
es

O
ph

io
st

om
a 

cu
cu

lla
tu

m

O
ph

io
st

om
a 

ai
no

ae

O
ph

io
st

om
a 

st
en

oc
er

as

S
po

ro
th

rix
 s

ch
en

ck
ii

O
ph

io
st

om
a 

ul
m

i

O
ph

io
st

om
a 

pe
ni

ci
lla

tu
m

Pe
so

tu
m

 fr
ag

ra
ns

O
ph

io
st

om
a 

bi
co

lo
r

O
ph

io
st

om
a 

pi
ce

ae

P
se

ud
oh

al
on

ec
tri

a 
fa

lc
at

a

O
ph

io
ce

ra
s 

le
pt

os
po

ru
m

M
ag

na
po

rth
e 

gr
is

ea

Lu
lw

or
th

ia
 fu

ci
co

la

S
pa

th
ul

ar
ia

 fl
av

id
a

C
ud

on
ia

 c
on

fu
sa

R
hy

tis
m

a 
sa

lic
in

um

M
on

ilin
ia

 la
xa

M
on

ilin
ia

 fr
uc

tic
ol

a

S
cl

er
ot

in
ia

 s
cl

er
ot

io
ru

m

A
m

yl
oc

ar
pu

s 
en

ce
ph

al
oi

de
s

N
eo

bu
lg

ar
ia

 p
re

m
no

ph
ila

B
lu

m
er

ia
 g

ra
m

in
is

P
hy

lla
ct

in
ia

 g
ut

ta
ta

C
yt

ta
ria

 d
ar

w
in

ii

Th
el

eb
ol

us
 s

te
rc

or
eu

s

A
sc

oz
on

us
 w

oo
lh

op
en

si
s

Le
ot

ia
 lu

br
ic

a

M
ic

ro
gl

os
su

m
 v

iri
de

G
eo

m
yc

es
 p

an
no

ru
m

G
eo

m
yc

es
 p

an
no

ru
m

 v
ar

 a
sp

er
ul

a

B
ul

ga
ria

 in
qu

in
an

s

Le
pt

os
ph

ae
ria

 b
ic

ol
or

C
uc

ur
bi

do
th

is
 p

ity
op

hi
la

K
irs

ch
st

ei
ni

ot
he

lia
 e

la
te

ra
sc

us

H
el

ic
as

cu
s 

ka
na

lo
an

us

P
yr

en
op

ho
ra

 tr
ic

ho
st

om
a

P
yr

en
op

ho
ra

 tr
iti

ci
 re

pe
nt

is

C
oc

hl
io

bo
lu

s 
sa

tiv
us

A
lte

rn
ar

ia
 b

ra
ss

ic
ae

C
la

th
ro

sp
or

a 
di

pl
os

po
ra

A
lte

rn
ar

ia
 a

lte
rn

at
a

A
lte

rn
ar

ia
 b

ra
ss

ic
ic

ol
a

A
lte

rn
ar

ia
 ra

ph
an

i

Pl
eo

sp
or

a 
he

rb
ar

um

S
et

os
ph

ae
ria

 ro
st

ra
ta

P
le

os
po

ra
 b

et
ae

Le
pt

os
ph

ae
ria

 d
ol

io
lu

m

Le
pt

os
ph

ae
ria

 m
ac

ul
an

s

C
uc

ur
bi

ta
ria

 e
lo

ng
at

a

Le
pt

os
ph

ae
ria

 m
ic

ro
sc

op
ic

a

O
ph

io
bo

lu
s 

he
rp

ot
ric

hu
s

Ph
ae

os
ph

ae
ria

 n
od

or
um

C
uc

ur
bi

ta
ria

 b
er

be
rid

is

P
le

os
po

ra
 ru

di
s

W
es

te
rd

yk
el

la
 d

is
pe

rs
a

Lo
ph

io
st

om
a 

cr
en

at
um

S
po

ro
m

ia
 li

gn
ic

ol
a

M
on

od
ic

ty
s 

ca
st

an
ea

e

K
irs

ch
st

ei
ni

ot
he

lia
 m

ar
iti

m
a

H
er

po
tri

ch
ia

 ju
ni

pe
ri

M
yc

os
ph

ae
re

lla
 m

yc
op

ap
pi

H
er

po
tri

ch
ia

 d
iff

us
a

D
en

dr
yp

hi
op

si
s 

at
ra

Bo
try

os
ph

ae
ria

 rh
od

in
a

B
ot

ry
os

ph
ae

ria
 ri

bi
s

P
ha

eo
sc

le
ra

 d
em

at
io

id
es

D
ot

hi
de

a 
in

sc
ul

pt
a

D
ot

hi
de

a 
hi

pp
op

ha
eo

s

Au
re

ob
as

id
iu

m
 p

ul
lu

la
ns

C
oc

co
di

ni
um

 b
ar

ts
ch

ii

S
ar

ci
no

m
yc

es
 c

ru
st

ac
eu

s

S
ip

hu
la

 c
er

at
ite

s

Pe
rtu

sa
ria

 tr
ac

hy
th

al
lin

a

D
ip

lo
sc

hi
st

es
 o

ce
lla

tu
s 

va
r a

l

An
am

yl
op

so
ra

 p
ul

ch
er

rim
a

Tr
ap

el
ia

 p
la

co
di

oi
de

s

Tr
ap

el
ia

 in
vo

lu
ta

P
la

co
ps

is
 g

el
id

a

C
on

ot
re

m
a 

po
pu

lo
ru

m

C
ya

no
de

rm
el

la
 v

iri
du

la

G
ya

le
ct

a 
ul

m
i

N
ep

hr
om

a 
ar

ct
icu

m

Pe
ltig

er
a 

ne
op

ol
yd

ac
ty

la

So
lo

rin
a 

cr
oc

ea

Ps
eu

de
ve

rn
ia

 c
la

do
ni

ae

Pi
lo

ph
or

us
 a

ci
cu

la
ris

C
la

di
a 

ag
gr

eg
at

a

C
la

do
ni

a 
be

llid
ifl

or
a

St
er

eo
ca

ul
on

 ra
m

ul
os

um

Le
ca

no
ra

 d
isp

er
sa

Sq
ua

m
ar

in
a 

le
nt

ig
er

a

R
hi

zo
ca

rp
on

 g
eo

gr
ap

hi
cu

m

Sp
ha

er
op

ho
ru

s 
gl

ob
os

us

Le
ifid

iu
m

 te
ne

ru
m

Bu
no

do
ph

or
on

 s
cr

ob
icu

la
tu

m

Xa
nt

ho
ria

 e
le

ga
ns

M
eg

al
os

po
ra

 s
ul

ph
ur

at
a

Le
cid

ea
 fu

sc
oa

tra

Po
rp

id
ia

 c
ru

st
ul

at
a

C
al

ici
um

 a
ds

pe
rs

um

Te
xo

sp
or

iu
m

 s
an

ct
i ja

co
bi

Th
elo

m
m

a 
m

am
m

os
um

C
yp

he
liu

m
 in

qu
in

an
s

C
hr

om
oc

le
ist

a 
m

al
ac

hi
te

a

Pe
ni

ci
lliu

m
 n

ot
at

um

Eu
pe

ni
ci

lliu
m

 c
ru

st
ac

eu
m

Pe
ni

ci
lliu

m
 fr

ei
i

Pe
ni

ci
lliu

m
 n

am
ys

lo
w

sk
ii

G
eo

sm
ith

ia
 n

am
ys

lo
w

sk
ii

Eu
pe

ni
ci

lliu
m

 ja
va

ni
cu

m

M
er

im
bl

a 
in

ge
lh

ei
m

en
se

H
am

ig
er

a 
av

el
la

ne
a

H
em

ica
rp

en
te

le
s 

or
na

tu
s

As
pe

rg
illu

s 
fla

vu
s

As
pe

rg
illu

s 
or

yz
ae

As
pe

rg
illu

s 
no

m
iu

s

As
pe

rg
illu

s 
pa

ra
si

tic
us

As
pe

rg
illu

s 
ta

m
ar

ii

As
pe

rg
illu

s 
so

ja
e

As
pe

rg
illu

s 
av

en
ac

eu
s

M
on

as
cu

s 
pu

rp
ur

eu
s

Eu
ro

tiu
m

 h
er

ba
rio

ru
m

Eu
ro

tiu
m

 ru
br

um

As
pe

rg
illu

s 
re

st
ric

tu
s

As
pe

rg
illu

s 
us

tu
s

As
pe

rg
illu

s 
ve

rs
ico

lo
r

Em
er

ice
lla

 n
id

ul
an

s

As
pe

rg
illu

s 
ni

du
la

ns

Fe
nn

el
lia

 fl
av

ip
es

As
pe

rg
illu

s 
te

rre
us

As
pe

rg
illu

s 
w

en
tii

Ch
ae

to
sa

rto
ry

a 
cr

em
ea

Ne
os

ar
to

ry
a 

fis
ch

er
i

As
pe

rg
illu

s 
fu

m
ig

at
us

As
pe

rg
illu

s 
cla

va
tu

s

As
pe

rg
illu

s 
oc

hr
ac

eu
s

As
pe

rg
illu

s 
ni

ge
r

As
pe

rg
illu

s 
aw

am
or

ii

As
pe

rg
illu

s 
ce

rv
in

us

As
pe

rg
illu

s 
ca

nd
id

us

As
pe

rg
illu

s 
zo

na
tu

s

As
pe

rg
illu

s 
sp

ar
su

s

By
ss

oc
hl

am
ys

 n
ive

a

Pa
ec

ilo
m

yc
es

 v
ar

io
tii

Th
er

m
oa

sc
us

 cr
us

ta
ce

us

G
eo

sm
ith

ia
 c

yli
nd

ro
sp

or
a

Ta
lar

om
yc

es
 e

bu
rn

eu
s

Ta
lar

om
yc

es
 e

m
er

so
nii

Ta
la

ro
m

yc
es

 fla
vu

s

Ta
la

ro
m

yc
es

 b
ac

illi
sp

or
us

El
ap

ho
m

yc
es

 le
ve

ille
i

El
ap

ho
m

yc
es

 m
ac

ul
at

us

Au
xa

rth
ro

n 
zu

ffia
nu

m

M
alb

ra
nc

he
a 

fila
m

en
to

sa

M
alb

ra
nc

he
a 

de
nd

rit
ica

M
alb

ra
nc

he
a 

alb
olu

te
a

Un
cin

oc
ar

pu
s 

re
es

ii

Co
cc

id
io

id
es

 im
m

itis

O
ny

ge
na

 e
qu

ina

Re
ni

sp
or

a 
fla

vis
sim

a

Ct
en

om
yc

es
 se

rra
tu

s

Tr
ich

op
hy

to
n 

ru
br

um

G
ym

no
as

co
ide

us
 p

et
alo

sp
or

us

Ch
ry

so
sp

or
ium

 p
ar

vu
m

Bl
as

to
m

yc
es

 d
er

m
at

itid
is

Hi
sto

pla
sm

a 
ca

ps
ula

tu
m

Hist
op

las
m

a 
ca

ps
ula

tu
m

 ss
p 

fa
rc

i

Hi
sto

pla
sm

a 
ca

ps
ula

tu
m

 ss
p 

du
bo

i

As
co

sp
ha

er
a 

ap
is

Er
em

as
cu

s a
lbu

s

M
alb

ra
nc

he
a 

gy
ps

ea

Ph
ae

oa
nn

ell
om

yc
es

 e
leg

an
s

Na
ds

on
iel

la 
nig

ra

Ex
op

hi
al

a 
je

an
se

lm
ei

Ph
ae

oc
oc

co
m

yc
es

 e
xo

ph
ial

ae

Cap
ro

nia
 p

ilo
se

lla

Ex
op

hia
la 

m
an

so
nii

Pu
llu

lar
ia 

pr
ot

ot
ro

ph
a

Ex
op

hia
la 

de
rm

at
itid

is

Sa
rc

ino
m

yc
es

 p
ha

eo
m

ur
ifo

rm
is

Cap
ro

nia
 m

an
so

nii

G
ra

ph
ium

 ca
lic

ioi
de

s

Cer
am

ot
hy

riu
m

 lin
na

ea
e

Con
ios

po
riu

m
 a

po
llin

is

Con
ios

po
riu

m
 p

er
for

an
s

Cha
en

ot
he

co
ps

is 
sa

vo
nic

a

Sp
hin

ctr
ina

 tu
rb

ina
ta

St
en

oc
yb

e 
pu

lla
tu

la

M
yc

oc
ali

ciu
m

 a
lbo

nig
ru

m

La
sa

llia
 ro

ss
ica

Um
bil

ica
ria

 su
bg

lab
ra

St
eg

ob
ium

 p
an

ice
um

 ye
as

t li
ke

 sy
m

La
sio

de
rm

a 
se

rri
co

rn
e 

ye
as

t li
ke

M
on

ac
ro

sp
or

ium
 el

lip
so

sp
or

a

Orb
ilia

 a
ur

ico
lor

Ar
th

ro
bo

try
s c

on
oid

es

Dud
din

gt
on

ia 
fla

gr
an

s

M
on

ac
ro

sp
or

ium
 ge

ph
yro

pa
ga

M
on

ac
ro

sp
or

ium
 ha

pto
tyl

um

Ar
thr

ob
otr

ys
 ro

bu
sta

Dac
tyl

ell
a 

ox
ys

po
ra

Dac
tyl

ell
a 

rh
op

alo
ta

Ar
th

ro
bo

try
s d

ac
tyl

oid
es

Orb
ilia

 d
eli

ca
tu

la

Cho
iro

m
yc

es
 m

ea
nd

rifo
rm

is

Cho
iro

m
yc

es
 ve

no
su

s

Tu
be

r m
ag

na
tum

Tu
be

r p
an

nif
er

um

Tu
be

r e
xc

av
atu

m

Tu
be

r ra
pa

eo
do

rum

Tu
be

r g
ibb

os
um

Tu
be

r b
or

ch
ii

Ding
ley

a v
er

ru
co

sa

La
by

rin
tho

m
yc

es
 va

riu
s

Red
de

llo
m

yc
es

 d
on

kii

W
yn

ne
lla

 si
lvi

co
lor

Bar
ss

ia 
or

eg
on

en
sis

Bals
am

ia 
vu

lga
ris

Bals
am

ia 
m

ag
na

ta

Helv
ell

a 
lac

un
os

a

Helv
ell

a t
er

re
str

is

Und
er

woo
dia

 co
lum

na
ris

Calo
sc

yp
ha

 fu
lge

ns

Pulv
inu

la 
ar

ch
er

i

Cha
laz

ion
 he

lve
tic

um

Asc
od

es
mis 

sp
ha

er
os

po
ra

Glaz
iel

la 
au

ra
nti

ac
a

Aleu
ria

 au
ra

nti
a

Ine
rm

isi
a a

gg
reg

ata

Tri
ch

op
ha

ea
 hy

br
ida

W
ilc

ox
ina

 m
iko

lae

Scu
te

llin
ia 

sc
ut

ell
at

a

Le
uc

os
cy

ph
a o

roa
rct

ica

Pyro
ne

ma d
om

es
tic

um

Otid
ea

 le
po

rin
a

Neo
ttie

lla
 ru

tila
ns

Pau
ro

co
tyl

is 
pil

a

Geo
py

xis
 ca

rbo
na

ria

Ta
rze

tta
 ca

tin
us

Coo
ke

ina
 su

lci
pe

s

Sarc
os

cy
ph

a a
us

tria
ca

Micr
os

tom
a p

rot
rac

ta

Des
maz

ier
ell

a a
cic

ola

Plec
tan

ia 
rhy

tid
ia

Sarc
os

om
a g

lob
os

um

Urn
ula

 hi
em

ali
s

Morc
he

lla
 es

cu
len

ta

Morc
he

lla
 el

ata

Ve
rp

a c
on

ica

Ve
rpa

 bo
he

mica

Le
uc

an
giu

m ca
rth

us
ian

um

Fisc
he

rul
a s

ub
ca

uli
s

Disc
iot

is 
ve

no
sa

Hyd
no

try
a t

ula
sn

ei

Gyro
mitra

 es
cu

len
ta

Gyro
mitra

 m
ela

leu
co

ide
s

Pse
ud

orh
izi

na
 ca

lifo
rni

ca

Gyro
mitra

 m
on

tan
a

Disc
ina

 m
ac

ros
po

ra

Hyd
no

try
a c

ere
bri

for
mis

Rhiz
ina

 un
du

lat
a

Caz
ia 

fle
xia

sc
us

Te
rfe

zia
 ar

en
ari

a

Pez
iza

 su
cc

os
a

Pez
iza

 qu
ele

pid
oti

a

Te
rfe

zia
 te

rfe
zio

ide
s

Pac
hy

ph
loe

us
 m

ela
no

xa
nth

us

Bou
die

ra 
ac

an
tho

sp
ora

Pez
iza

 ba
dia

The
co

the
us

 ho
lm

sk
jol

dii

Asc
ob

olu
s l

ine
ola

tus

Pich
ia 

mex
ica

na

Can
did

a c
on

glo
ba

ta

Can
did

a a
as

eri

Can
did

a b
uty

ri

Can
did

a i
ns

ec
tor

um

Can
did

a d
en

dro
ne

ma

Can
did

a t
en

uis

Can
did

a n
ae

od
en

dra

Can
did

a d
idd

en
sia

e

Can
did

a a
tla

nti
ca

Can
did

a a
tm

os
ph

ae
ric

a

Can
did

a b
uin

en
sis

Can
did

a f
rie

dri
ch

ii

Can
did

a m
em

bra
nifa

cie
ns

Pich
ia 

tria
ng

ula
ris

Can
did

a m
ult

ige
mmis

Can
did

a o
leo

ph
ila

Can
did

a b
ole

tico
la

Candida sc
hatav

ii

Can
did

a l
au

rel
iae

Candida kr
iss

ii

Can
did

a s
an

tam
ari

ae
 va

r m
em

bra

Can
did

a r
alu

ne
ns

is

Can
did

a s
an

tam
ari

ae
 va

r s
an

tam

Can
did

a b
ee

ch
ii

Can
did

a z
ey

lan
oid

es

Can
did

a s
op

hia
e r

eg
ina

e

Can
did

a q
ue

rcit
rus

a

Candida natalensis

Can
did

a f
rag

i

Candida psyc
hrophila

Candida gluco
so

phila

Candida xe
sto

bii

Can
did

a f
uk

uy
am

ae
ns

is

Can
did

a fe
rm

en
tica

ren
s

Pich
ia guillie

rm
ondii

Debaryo
myce

s h
anse

nii v
ar h

ans

Debaryo
myce

s h
ansenii v

ar fa
br

Taphrin
a farlo

wii

Ya
madazym

a guillie
rm

ondii

Pich
ia fa

rin
osa

Debaryo
myce

s u
denii

Debaryo
myce

s c
aste

llii

Debaryo
myce

s h
ansenii

Candida so
jae

Candida tro
pica

lis

Candida albica
ns

Candida dubliniensis

Candida m
altosa

Candida vis
wanathii

Candida lodderae

Candida parapsilo
sis

Lodderomyce
s e

longisp
orus

Candida sh
ehatae va

r in
secto

sa

Candida sh
ehatae va

r lig
nosa

Candida sh
ehatae va

r sh
ehatae

Candida palmioleophila

Candida flu
via

tilis

Candida sa
itoana

Candida pseudoglaebosa

Candida glaebosa

Candida insecta
mans

Candida lyx
osophila

Candida kru
isii

Candida tanzawaensis

Candida sa
ke

Candida austro
marina

Candida co
ipomoensis

Candida ergaste
nsis

Pich
ia angusta

Willio
psis

 sa
lico

rniae

Endomyce
s fi

buliger

Sacch
aromyco

psis
 fib

uligera

Sacch
aromyco

psis
 ca

psularis

Kluyve
romyce

s n
onferm

entati

Kluyve
romyce

s a
estu

arii

Kluyve
romyce

s m
arxia

nus

Kluyve
romyce

s la
ctis

Kluyve
romyce

s d
obzhanski

i

Kluyve
romyce

s w
icke

rhamii

Holleya sin
ecauda

Zygosacch
aromyce

s m
ellis

Zygosacch
aromyce

s ro
uxii

Zygosacch
aromyce

s b
isp

orus

Zygosacch
aromyce

s le
ntus

Zygosacch
aromyce

s b
ailii

Arxio
zym

a telluris

Sacch
aromyce

s d
airensis

Sacch
aromyce

s s
erva

zzii

Sacch
aromyce

s u
nisp

orus

Sacch
aromyce

s tr
ansva

alensis

Zygosacch
aromyce

s m
rakii

Torulaspora globosa

Torulaspora delbrueckii

Torulaspora pretoriensis

Zygosacch
aromyce

s m
icro

ellipsoide

Candida colliculosa

Kazachstania viticola

Kluyve
romyce

s b
lattae

Kluyve
romyce

s p
haffii

Zygosacch
aromyce

s flo
rentinus

Candida glabrata

Kluyveromyces delphensis

Sacch
aromyce

s p
asto

rianus

Sacch
aromyce

s ce
revisi

ae

Sacch
aromyce

s ce
revisi

ae 2

Sacch
aromyce

s b
ayanus

Sacch
aromyce

s paradoxus

Kluyve
romyce

s p
olysp

orus

Kluyveromyces yarrowii

Kluyve
romyce

s lo
dderae

Saccharomyces rosinii

Kluyveromyces africanus

Sacch
aromyce

s sp
encerorum

Saccharomyces exiguus

Saccharomyces barnettii

Saccharomyces castellii

Zygosacch
aromyce

s fe
rmentati

Saccharomyces kluyveri

Kluyveromyces thermotolerans

Kluyveromyces waltii

Saccharomycodes ludwigii

Hanseniaspora uvarum

Willio
psis pratensis

Willio
psis californica

Starmera amethionina var pachy

Starmera amethionina var ameth

Starmera caribaea

Pichia anomala

Williopsis saturnus

Williopsis saturnus var m
rakii

Willio
psis mucosa

Pachysolen tannophilus

Candida chilensis

Candida cylindracea

Candida savonica

Candida mesenterica

Candida suecica

Phaffomyces antillensis
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Blastocladiella emersonii
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Drosophila melanogaster
Ceratitis capitata
Ornithoica vicina

Nephrotoma altissima
Lutzomyia shannoni

Aedes albopictusAedes aegyptiAedes punctor

Toxorhynchites ambionensis
Culex tritaeniorhynchus

Anopheles psuedopunctipennis
Anopheles albimanus

Eucorethra underwoodi
Dixella cornuta

Culicoides variipennis
Amblabesmia rhamphe

Simulium vittatumXenos vesparumStylops melittae
Mengenilla chobauti
Galleria mellonella

Archaeopsylla erinacei
Panorpa germanica

Anisochrysa carneaOliarces clara
Monolobus ovalipennis

Antarctonomus complanatusLoricera foveata
Loricera pilicornis pilicornis

Amarotypus edwardsi
Bembidion mexicanum

Bembidion levettei carrianumAsaphidion curtumDiplous californicusPatrobus longicornis
Pericompsus laetulusDiplochaetus planatusZolus helmsi

Merizodus angusticollisSloaneana tasmaniaeBatesiana hilarisSchizogenius falliClivina ferreaDyschirius sphaericollisMelisodera picipennisMecyclothorax vulcansAmblytelus curtusApotomus rufithoraxBroscosoma relictumCreobius eydouxiGalerita lecontei leconteiPseudaptinus rufulusAptinus displosorPterostichus melanariusTetragonoderus latipennisDiscoderus cordicollisChlaenius ruficaudaCalybe laetulaAmara apricariaAgonum extensicolleCymindis punctigeraLoxandrus n sp nr amplithoraCnemalobus sulciferusCatapiesis brasiliensisMorion aridusBrachinus armigerBrachinus hirsutusPheropsophus aequinoctialisPasimachus atronitensScarites subterraneusCarenum interruptumSiagona europaeaSiagona jennisoniClinidium calcaratumOmoglymmius hamatusOmus californicusCicindela sedecimpunctata
Metrius contractusPachyteles striolaCymbionotum semelederiCymbionotum pictulumGehringia olympicaPromecognathus crassusLaccocenus ambiguusOmophron obliteratum
Psydrus piceusCeroglossus chilensisPamborus gueriniiCalosoma scrutatorCarabus nemoralisScaphinotus petersi catalinae

Cychrus italicusOpisthius richardsoniLeistus ferruginosus
Nebria hudsonicaNotiophilus semiopacusTrachypachus gibbsiiTrachypachus holmbergiSystolosoma lateritiumElaphrus californicus

Elaphrus clairvilleiBlethisa multipunctata aurata
Mecodema fulgidum

Oregus aereus
Suphis inflatusCopelatus chevrolati renovatusHydroscapha natans

Xanthopyga cacti
Dynastes granti
Tenebrio molitor

Meloe proscarabaeus
Clambus arnetti

Phaeostigma notata
Leptothorax acervorum

Polistes dominulus
Graphosoma lineatum
Raphigaster nebulosa

Lygus hesperus
Hemiowoodwardia wilsoni

Hackeriella veitchi
Spissistilus festinus
Prokelisia marginata
Philaenus spumarius
Okanagana utahensis

Trioza eugeniae
Pealius kelloggii

Acyrthosiphon pisum
Aonidiella aurantii

Batrachideidae gen sp
Carausius morosus
Acheta domesticus
Mesoperlina pecircai

Aeschna cyanea
Lepisma saccharina

Lepidocyrtus paradoxus
Crossodonthina koreana

Hypogastrura dolsana
Podura aquatica

Theatops erythrocephala
Scolopendra cingulata

Cryptops trisulcatus

Craterostigmus tasmanianus
Lithobius variegatus

Scutigera coleoptrata

Pseudohimantarium mediterraneum

Clinopodes poseidonis

Cylindroiulus punctatus

Polydesmus coriaceus

Rhipicephalus appendiculatus

Hyalomma lusitanicum

Hyalomma rufipes

Hyalomma dromedarii

Rhipicephalus sanguineus

Boophilus microplus

Rhipicephalus zambeziensis

Rhipicephalus bursa

Boophilus annulatus

Rhipicephalus pusillus

Dermacentor andersoni

Dermacentor marginatus

Amblyomma triguttatum triguttat

Amblyomma vikirri

Aponomma fimbriatum

Aponomma latum

Amblyomma variegatum

Amblyomma tuberculatum

Amblyomma americanum

Amblyomma maculatum

Haemaphysalis inermis

Haemaphysalis punctata

Haemaphysalis leporispalustris

Haemaphysalis humerosa

Haemaphysalis petrogalis

Haemaphysalis leachi
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Aponomma concolor

Ixodes auritulus

Ixodes ricinus

Ixodes affinis

Ixodes pilosus

Ixodes cookei

Ixodes simplex simplex

Ixodes kopsteini

Ixodes holocyclus

Carios puertoricensis

Ornithodoros moubata

Ornithodoros coriaceus

Otobius megnini

Argas lahorensis

Argas persicus

Megisthanus floridanus

Cosmolaelaps trifidus

Hypochthonius rufulus

Lohmannia banksi

Nothrus sylvestris

Xenillus tegeocranus

Euzetes globulosus

Allonothrus russeolus

Archegozetes longisetosus

Trhypochthonius tectorum

Nehypochthonius porosus

Steganacarus magnus

Gehypochthonius urticinus

Chortoglyphus arcuatus

Acarus siro

Eusimonia wunderlichi

Androctonus australis

Liphistius bicoloripes

Eurypelma californica

Odiellus troguloides

Pseudocellus pearsei

Limulus polyphemus

Callipallene gen sp

Berndtia purpurea

Trypetesa lampas

Octolasmis lowei

Paralepas palinuri

Lepas anatifera

Balanus eburneus

Chelonibia patula

Tetraclita stalactifera

Chthamalus fragilis

Verruca spengleri

Ibla cumingi

Calantica villosa

Loxothylacus texanus

Dendrogaster asterinae

Ulophysema oeresundense

Palaemonetes kadiakensis

Helice tridens

Philyra pisum

Callinectes sapidus

Pugettia quadridens

Raninoides louisianensis

Procambarus leonensis

Astacus astacus

Nephrops norvegicus

Panulirus argus

Oedignathus inermis

Penaeus aztecus

Stenopus hispidus

Artemia salina

Branchinecta packardi

Daphnia pulex

Bosmina longirostris

Daphnia galeata

Stenocypris major

Argulus nobilis

Porocephalus crotali

Milnesium tardigradum

Macrobiotus hufelandi

Thulinia stephaniae

Echiniscus viridissimus

Euperipatoides leuckarti

Priapulus caudatus

Pycnophyes kielensis

Helix aspersa

Balea biplicata

Limicolaria kambeul

Laevicaulis alte

Onchidella celtica

Siphonaria algesirae

Anthosiphonaria sirius

Lymnaea glabra

Stagnicola palustris

Lymnaea stagnalis

Radix peregra

Lymnaea auricularia

Fossaria truncatula

Bakerilymnaea cubensis

Biomphalaria glabrata

Littorina obtusata

Littorina littorea

Fasciolaria lignaria

Nassarius singuinjorensis

Pisania striata

Reishia bronni

Thais clavigera

Rapana venosa

Bursa rana

Monodonta labio

Antalis vulgaris

Scutopus ventrolineatus

Arctica islandica

Mercenaria mercenaria
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Terebratella sanguinea

Notosaria nigricans

Hemithyris psittaceae

Neocrania anomala

Neocrania huttoni

Discina striata

Glottidia pyramidata
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Dodecaceria concharum

Chaetopterus variopedatus

Siboglinum fiordicum

Ridgeia piscesae

Ochetostoma erythrogrammon

Pedicellina cernua
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Salmacis sphaeroides

Tripneustes gratilla

Ophiopholis aculeta

Strongylocentrotus intermedius

Colobocentrotus atratus
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Oryctolagus cuniculus

Alligator mississippiensis

Turdus migratorius

Gallus gallus

Heterodon platyrhinos

Sceloporus undulatus

Sphenodon punctatus

Pseudemys scripta

Latimeria chalumnae
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Fig. 1.3. A somewhat impressionistic depiction of the phylogenetic tree of all life
produced by David M. Hillis, Derrick Zwickl, and Robin Gutell, University of Texas

rithm when the number of vertices is large is the subject of Chapter 5, which
is based on [63].

Perhaps the key conceptual difficulty that Aldous had to overcome was
how to embed the collection of finite trees into a larger universe of “tree-like
objects” that can arise as re-scaling limits when the number of vertices goes
to infinity. Aldous proposed two devices for doing this. Firstly, he began with
a classical bijection, due to Dyck, between rooted planar trees and suitable
lattice paths (more precisely, the sort of paths that can appear as the “positive
excursions” of a simple random walk). He showed how such an encoding of
trees as continuous functions enables us to make sense of weak convergence
of random trees as just weak convergence of random functions (in the sense
of weak convergence with respect to the usual supremum norm). Secondly, he
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noted that a finite tree with edge lengths is naturally isomorphic to a compact
subset of `1, the space of absolutely summable sequences. This enabled him to
treat weak convergence of random trees as just weak convergence of random
compact sets (where compact subsets of `1 are equipped with the Hausdorff
distance arising from the usual norm on `1).

Although Aldous’s approaches are extremely powerful, the identification
of trees as continuous functions or compact subsets of `1 requires, respectively,
that they are embedded in the plane or leaf-labeled. This embedding or label-
ing can be something of an artifact when the trees we are dealing with don’t
naturally come with such a structure. It can be particularly cumbersome when
we are considering tree-valued stochastic processes, where we have to keep
updating an artificial embedding or labeling as the process evolves. Aldous’s
perspective is analogous to the use of coordinates in differential geometry:
explicit coordinates are extremely useful for many calculations but they may
not always offer the smoothest approach. Moreover, it is not clear a priori
that every object we might legitimately think of as tree-like necessarily has
a representation as an excursion path or a subset of `1. Also, the topologies
inherited from the supremum norm or the Hausdorff metric may be too strong
for some purposes.

We must, therefore, seek more intrinsic ways of characterizing what is
meant by a “tree-like object”. Finite combinatorial trees are just graphs that
are connected and acyclic. If we regard the edges of such a tree as intervals, so
that a tree is a cell complex (and, hence, a particular type of topological space),
then these two defining properties correspond respectively to connectedness
in the usual topological sense and the absence of subspaces that are homeo-
morphic to the circle. Alternatively, a finite combinatorial tree thought of as
a cell complex has a natural metric on it: the distance between two points is
just the length of the unique “path” through the tree connecting them (where
each edge is given unit length). There is a well-known characterization of the
metrics that are associated with trees that is often called (Buneman’s) four
point condition – see Chapter 3. Its significance seems to have been recognized
independently in [149, 130, 36] – see [125] for a discussion of the history.

These observations suggest that the appropriate definition of a “tree-like
object” should be a general topological or metric space with analogous prop-
erties. Such spaces are called R-trees and they have been studied extensively –
see [46, 45, 137, 39]. We review some of the relevant theory and the connection
with 0-hyperbolicity (which is closely related to the four point condition) in
Chapter 3.

We note in passing that R-trees, albeit ones with high degrees of symmetry,
play an important role in geometric group theory – see, for example, [126, 110,
127, 30, 39]. Also, 0-hyperbolic metric spaces are the simplest example of the
δ-hyperbolic metric spaces that were introduced in [79] as a class of spaces
with global features similar to those of complete, simply connected manifolds
of negative curvature. For more on the motivation and subsequent history
of this notion, we refer the reader to [33, 39, 80]. Groups with a natural δ-
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hyperbolic metric have turned out to be particularly important in a number
of areas of mathematics, see [79, 20, 40, 76].

In order to have a nice theory of random R-trees and R-tree-valued sto-
chastic processes, it is necessary to metrize a collection of R-trees, and, since
R-trees are just metric spaces with certain special properties, this means that
we need a way of assigning a distance between two metric spaces (or, more cor-
rectly, between two isometry classes of metric spaces). The Gromov-Hausdorff
distance – see [80, 37, 34] – does exactly this and turns out to be very pleasant
to work with. The particular properties of the Gromov-Hausdorff distance for
collections of R-trees have been investigated in [63, 65, 78] and we describe
some of the resulting theory in Chapter 4.

Since we introduced the idea of using the formalism of R-trees equipped
with the Gromov-Hausdorff metric to study the asymptotics of large random
trees and tree-valued processes in [63, 65], there have been several papers that
have adopted a similar point of view – see, for example, [49, 101, 102, 103, 50,
81, 78].

As we noted above, stochastic processes that move through a space of
finite trees are an important ingredient for several algorithms in phylogenetic
analysis. Usually, such chains are based on a set of simple rearrangements
that transform a tree into a “neighboring” tree. One standard set of moves
that is implemented in several phylogenetic software packages is the set of
subtree prune and re-graft (SPR) moves that were first described in [134] and
are further discussed in [67, 19, 125]. Moreover, as remarked in [19],

The SPR operation is of particular interest as it can be used to model
biological processes such as horizontal gene transfer and recombina-
tion.

Section 2.7 of [125] provides more background on this point as well as a com-
ment on the role of SPR moves in the two phenomena of lineage sorting and
gene duplication and loss. Following [65], we investigate in Chapter 9 the be-
havior when the number of vertices goes to infinity of the simplest Markov
chain based on SPR moves.

Tree-valued Markov processes appear in contexts other than phylogenetics.
For example, a number of such processes appear in combinatorics associated
with the random graph process, stochastic coalescence, and spanning trees –
see [115]. One such process is the wild chain, a Markov process that appears as
a limiting case of tree–valued Markov chains arising from pruning operations
on Galton–Watson and conditioned Galton–Watson trees in [16, 14].

The state space of the wild chain is the set T� consisting of rooted R-
trees such that each edge has length 1, each vertex has finite degree, and
if the tree is infinite there is a single path of infinite length from the root.
The wild chain is reversible (that is, symmetric). Its equilibrium measure is
the distribution of the critical Poisson Galton–Watson branching process (we
denote this probability measure on rooted trees by PGWp1q). When started in
a state that is a finite tree, the wild chain holds for an exponentially distributed
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amount of time and then jumps to a state that is an infinite tree. Then, as
must be the case given that the PGWp1q distribution assigns all of its mass
to finite trees, the process instantaneously re-enters the set of finite trees.
In other words, the sample–paths of the wild chain bounce backwards and
forwards between the finite and infinite trees.

As we show in Chapter 6 following [15], the wild chain is a particular in-
stance of a general class of symmetric Markov processes that spend Lebesgue
almost all of their time in a countable, discrete part of their state-space
but continually bounce back and forth between this region and a continu-
ous “boundary”. Other processes in this general class are closely related to
the Markov processes on totally disconnected Abelian groups considered in
[59]. A special case of these latter group-valued processes, where the group is
the additive group of a local field such as the p-adic numbers, is investigated
in [4, 5, 7, 6, 2, 8, 9, 87, 131, 68].

Besides branching models such as Galton–Watson processes, another fa-
miliar source of random trees is the general class of coalescing models – see
[18] for a recent survey and bibliography.

Kingman’s coalescent was introduced in [90, 89] as a model for genealogies
in the context of population genetics and has since been the subject of a large
amount of applied and theoretical work – see [136, 144, 83] for an indication
of some of the applications of Kingman’s coalescent in genetics.

Families of coalescing Markov processes appear as duals to interacting par-
ticle systems such as the voter model and stepping stone models . Motivated
by this connection, [22] investigated systems of coalescing Brownian motions
and the closely related coalescing Brownian flow . Coalescing Brownian mo-
tion has recently become a topic of renewed interest, primarily in the study
of filtrations and “noises” – see, for example, [140, 132, 138, 55].

In Chapter 8 we show, following [60, 44], how Kingman’s coalescent and
systems of coalescing Brownian motions on the circle are each naturally as-
sociated with random compact metric spaces and we investigate the fractal
properties of those spaces. A similar study was performed in [28] for trees aris-
ing from the beta-coalescents of [116]. There has been quite a bit of work on
fractal properties of random trees constructed in various ways from Galton–
Watson branching processes; for example, [82] computed the Hausdorff di-
mension of the boundary of a Galton–Watson tree equipped with a natural
metric – see also [104, 96].

We observe that Markov processes with continuous sample paths that take
values in a space of continuous excursion paths and are reversible with respect
to the distribution of standard Brownian excursion have been investigated in
[148, 147, 146]. These processes can be thought of as R-tree valued diffusion
processes that are reversible with respect to the distribution of the Brownian
continuum random tree.

Moving in a slightly different but related direction, there is a large lit-
erature on random walks with state-space a given infinite tree: [145, 105]
are excellent bibliographical references. In particular, there is a substantial
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amount of research on the Martin boundary of such walks beginning with
[52, 38, 122].

The literature on diffusions on tree–like or graph–like structures is more
modest. A general construction of diffusions on graphs using Dirichlet form
methods is given in [141]. Diffusions on tree–like objects are studied in [42, 93]
using excursion theory ideas, local times of diffusions on graphs are investi-
gated in [53, 54], and an averaging principle for such processes is considered
in [71]. One particular process that has received a substantial amount of at-
tention is the so-called Walsh’s spider. The spider is a diffusion on the tree
consisting of a finite number of semi–infinite rays emanating from a single
vertex – see [142, 26, 139, 25].

A higher dimensional diffusion with a structure somewhat akin to that
of the spider, in which regions of higher dimensional spaces are “glued” to-
gether along lower dimensional boundaries, appears in the work of Sowers
[133] on Hamiltonian systems perturbed by noise – see also [111]. A general
construction encompassing such processes is given in [64]. This construction
was used in [24] to build diffusions on the interesting fractals introduced in
[95] to answer a question posed in [84].

In Chapter 7 we describe a particular Markov process with state–space an
R-tree that does not have any leaves (in the sense that any path in the tree can
be continued indefinitely in both directions). The initial study of this process
in [61] was motivated by Le Gall’s Brownian snake process – see, for example,
[97, 98, 99, 100]. One agreeable feature of this process is that it serves as a
new and convenient “test bed” on which we can study many of the objects of
general Markov process theory such as Doob h-transforms, the classification
of entrance laws, the identification of the Martin boundary and representation
of excessive functions, and the existence of non-constant harmonic functions
and the triviality of tail σ-fields.

We use Dirichlet form methods in several chapters, so we have provided
a brief summary of some of the more salient parts of the theory in Appen-
dix A. Similarly, we summarize some results on Hausdorff dimension, packing
dimension and capacity that we use in various places in Appendix B.
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Around the continuum random tree

2.1 Random trees from random walks

2.1.1 Markov chain tree theorem

Suppose that we have a discrete time Markov chain X � tXnunPN0 with state
space V and irreducible transition matrix P . Let π be the corresponding sta-
tionary distribution. The Markov chain tree theorem gives an explicit formula
for π, as opposed to the usual implicit description of π as the unique proba-
bility vector that solves the equation πP � π. In order to describe this result,
we need to introduce some more notation.

Let G � pV,Eq be the directed graph with vertex set V and directed edges
consisting of pairs of vertices pi, jq such that pij ¡ 0. We call pij the weight
of the edge pi, jq.

A rooted spanning tree of G is a directed subgraph of G that is a spanning
tree as an undirected graph (that is, it is a connected subgraph without any
cycles that has V as its vertex set) and is such that each vertex has out-degree
1, except for a distinguished vertex, the root, that has out-degree 0. Write A
for the set of all rooted spanning trees of G and Ai for the set of rooted
spanning trees that have i as their root.

The weight of a rooted spanning tree T is the product of its edge weights,
which we write as weightpT q.
Theorem 2.1. The stationary distribution π is given by

πi �
°

TPAi
weightpT q°

TPA weightpT q .

Proof. Let X̄ � tX̄nunPZ be a two-sided stationary Markov chain with the
transition matrix P (so that X̄n has distribution π for all n P Z).

Define a map f : V Z Ñ A as follows – see Figure 2.2.

• The root of fpxq is x0.
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b ca

d e f

Fig. 2.1. A rooted spanning tree. The solid directed edges are in the tree, whereas
dashed directed edges are edges in the underlying graph that are not in the tree.
The tree is rooted at d. The weight of this tree is padpedpbepfepcb.

• For i � x0, the unique edge in fpxq with tail i is pi, xτpiq�1q �
pxτpiq, xτpiq�1q where τpiq :� suptm   0 : xm � iu.
It is clear that f is well-defined almost surely under the distribution of

X̄ and so we can define a stationary, A-valued, Z-indexed stochastic process
Ȳ � tȲnunPZ by

Ȳn :� fpθnpX̄qq, n P Z,

where θ : V Z Ñ V Z denotes the usual shift operator defined by θpxqn :� xn�1.
It is not hard to see that Ȳ is Markov. More specifically, consider the

following forward procedure that produces a spanning tree rooted at j from
a spanning tree S rooted at i – see Figure 2.3.

• Attach the directed edge pi, jq to S.
• This creates a directed graph with unique directed loop that contains i

and j (possibly a self loop at i).
• Delete the unique directed edge out of j.
• This deletion breaks the loop and produces a spanning tree rooted at j.



2.1 Random trees from random walks 11

d b e

a f

c

Fig. 2.2. The construction of the rooted tree fpxq for V � ta, b, c, d, e, fu and
p. . . , x�2, x�1, x0q � p. . . , e, f, c, a, c, d, d, a, f, b, f, a, c, c, f, cq

Then, given tȲm : m ¤ nu, the tree Ȳn�1 is obtained from the tree Ȳn with
root i by choosing the new root j in the forward procedure with conditional
probability pij .

It is easy to see that a rooted spanning tree T P A can be constructed
from S P A by the forward procedure if and only if S can be constructed from
T by the following reverse procedure for a suitable vertex k.

• Let T have root j.
• Attach the directed edge pj, kq to T .
• This creates a directed graph with unique directed loop containing j and

k (possibly a self loop at j).
• Delete the unique edge, say pi, jq, directed into j that lies in this loop.
• This deletion breaks the loop and produces a rooted spanning tree rooted

at i.

Moving up rather than down the page in Figure 2.3 illustrates the reverse
procedure.

Let S and T be rooted spanning trees such that T can be obtained from
S by the forward procedure, or, equivalently, such that S can be obtained
from T by the reverse procedure. Write i and j for the roots of S and T ,
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i
j

k

j
i

k

j
i

k

Fig. 2.3. The forward procedure. The dashed line represents a directed path through
the tree that may consist of several directed edges.

respectively, and write k for the (unique) vertex appearing in the description
of the reverse procedure. Denote by Q the transition matrix of the A-valued
process Ȳ . We have observed that

• If S has root i and T has root j, then QST � pij .
• To get T from S we first attached the edge pi, jq and then deleted the

unique outgoing edge pj, kq from j.
• To get S from T we would attach the edge pj, kq to T and then delete the

edge pi, jq.
Thus, if we let ρ be the probability measure on A such that ρU is proportional
to the weight of U for U P A, then we have

ρSQST � ρTRTS ,

where RTS :� pjk. In particular,¸
S

ρSQST �
¸
S

ρTRTS � ρT ,

since R is a stochastic matrix. Hence ρ is the stationary distribution cor-
responding to the irreducible transition matrix Q. That is, ρ is the one-
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dimensional marginal of the stationary chain Ȳ . We also note in passing that
R is the transition matrix of the time-reversal of Ȳ .

Thus,

πi �
¸
tρT : root of T is i u

�
°

TPAi
weightpT q°

TPA weightpT q ,

as claimed. [\
The proof we have given of Theorem 2.1 is from [21], where there is a

discussion of the history of the result.

2.1.2 Generating uniform random trees

Proposition 2.2. Let pXjqjPN0 be the natural random walk on the complete
graph Kn with transition matrix P given by Pij :� 1

n�1 for i � j and X0

uniformly distributed. Write

τν � mintj ¥ 0 : Xj � νu, ν � 1, 2, . . . , n.

Let T be the directed subgraph of Kn with edges

pXτν
, Xτν�1q, ν � X0.

Then T is uniformly distributed over the rooted spanning trees of Kn.

Proof. The argument in the proof of Theorem 2.1 plus the time-reversibility
of X. [\
Remark 2.3. The set of rooted spanning trees of the complete graph Kn is
just the set of of nn�1 rooted trees with vertices labeled by t1, 2, . . . , nu, and
so the random tree T produced in Proposition 2.2 is nothing other than a
uniform rooted random tree with n labeled vertices.

Proposition 2.2 suggests a procedure for generating uniformly distributed
rooted random trees with n labeled vertices. The most obvious thing to do
would be to run the chain X until all n states had appeared and then con-
struct the tree T from the resulting sample path. The following algorithm,
presented independently in [17, 35], improves on this naive approach by, in
effect, generating X0 and the pairs pXτν�1, Xτν

q, ν � X0 without generating
the rest of the sample path of X.

Algorithm 2.4. Fix n ¥ 2. Let U2, . . . , Un be independent and uniformly dis-
tributed on 1, . . . , n, and let Π be an independent uniform random permutation
of 1, . . . , n.
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5 4 6

2 3

1

Fig. 2.4. Step (i) of Algorithm 2.4 for n � 6 and pV2, V3, V4, V5, V6q � p1, 1, 3, 2, 3q

(i) For 2 ¤ i ¤ n connect vertex i to vertex Vi � pi� 1q ^ Ui (that is, build a
tree rooted at 1 with edges pi, Viq).

(ii)Relabel the vertices 1, . . . , n as Π1, . . . ,Πn to produce a tree rooted at Π1.

See Figure 2.4 for an example of Step (i) of the algorithm.

Proposition 2.5. The rooted random tree with n labeled vertices produced by
Algorithm 2.4 is uniformly distributed.

Proof. Let Z0, Z1, . . . be independent and uniform on 1, 2, . . . , n. Define
π1, π2, . . . , πn, ξ1, ξ2, . . . , ξn P N0 and λ2, . . . , λn P t1, 2, . . . , nu by

ξ1 :� 0,

π1 :� Z0,

ξi�1 :� mintm ¡ ξi : Zm R tπ1, . . . , πiuu, 1 ¤ i ¤ n� 1,

πi�1 :� Zξi�1 , 1 ¤ i ¤ n� 1,

λi�1 :� Zξi�1�1, 1 ¤ i ¤ n� 1.

Consider the random tree T labeled by t1, 2, . . . , nu with edges pπi, λiq, 2 ¤
i ¤ n.
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Note that this construction would give the same tree if the sequence Z was
replaced by the subsequence Z 1 in which terms Zi identical with their prede-
cessor Zi�1 were deleted. The process Z 1 is just the natural random walk on
the complete graph. Thus, the construction coincides with the construction of
Proposition 2.2. Hence, the tree T is a uniformly distributed tree on n labeled
vertices. To complete the proof, we need only argue that this construction is
equivalent to Algorithm 2.4.

It is clear that π is a uniform random permutation. The construction of
the tree of T can be broken into two stages.

(i) Connect i to π�1
λi

, i � 2, . . . , n.
(ii) Relabel 1, . . . , n as π1, . . . , πn.

Thus, it will suffice to show that the conditional joint distribution of the
random variables π�1

λi
, i � 2, . . . , n, given π is always the same as the (un-

conditional) joint distribution of the random variables Vi, i � 2, . . . , n, in
Algorithm 2.4 no matter what the value of π is.

To see that this is so, first fix i and condition on Z1, . . . , Zξi
as well as π.

Note the following two facts.

• With probability 1� i{n we have ξi�1 � ξi� 1, which implies that λi�1 �
Zξi

and, hence, π�1
λi�1

� i.
• Otherwise, ξi�1 � ξi � M � 1 for some random integer M ¥ 1. Con-

ditioning on the event tM � mu, we have that the random variables
Zξi�1, . . . , Zξi�m are independent and uniformly distributed on the pre-
viously visited states tπ1, . . . , πiu. In particular, λi�1 � Zξi�m is uni-
formly distributed on tπ1, . . . , πiu, and so π�1

λi�1
is uniformly distributed

on t1, . . . , iu.
Combining these two facts, we see that

Ptπ�1
λi�1

� u |Z1, . . . , Zξi , πu � 1{n � PtVi�1 � uu, 1 ¤ u ¤ i� 1,

Ptπ�1
λi�1

� i |Z1, . . . , Zξi
πu � 1� pi� 1q{n � PtVi�1 � iu,

as required. [\

2.2 Random trees from conditioned branching processes

If we were to ask most probabilists to propose a natural model for generating
random trees, they would first think of the family tree of a Galton–Watson
branching process. Such a tree has a random number of vertices and if we
further required that the random tree had a fixed number n of vertices, then
they would suggest simply conditioning the total number of vertices in the
Galton-Watson tree to be n. Interestingly, special cases of this mechanism for
generating random trees produce trees that are also natural from a combina-
torial perspective, as we shall soon see.
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Let ppiqiPN0 be a probability distribution on the non-negative integers that
has mean one. Write T for the family tree of the Galton–Watson branching
process with offspring distribution ppiqiPN0 started with 1 individual in gen-
eration 0. For n ¥ 1 denote by Tn a random tree that arises by conditioning
on the total population size |T | being n (we suppose that the event t|T | � nu
has positive probability). More precisely, we think of the trees T and Tn as
rooted ordered trees: a rooted tree is ordered if we distinguish the offspring of
a vertex according with a “birth order”. Equivalently, a rooted ordered tree
is a rooted planar tree: the birth order is given by the left-to-right ordering
of offspring in the given embedding of the tree in the plane. The distribution
of the random tree T is then

PtT � tu �
¹
vPt

pdpv,tq

�
¹
i¥0

p
Diptq
i

�: ωptq,

where dpv, tq is the number of offspring of vertex v in t, and Diptq is the
number of vertices in t with i offspring. Thus, PtTn � tu is proportional to
ωptq.
Example 2.6. If the offspring distribution ppiqiPN0 is the geometric distribution
pi � 2�pi�1q, i P N0, then Tn is uniformly distributed (on the set of rooted
ordered trees with n vertices).

Example 2.7. Suppose that the offspring distribution ppiqiPN0 is the Poisson
distribution pi � e�1

i! , i P N0. If we randomly assign the labels t1, 2, . . . , nu to
the vertices of Tn and ignore the ordering, then Tn is a uniformly distributed
rooted labeled tree with n vertices.

2.3 Finite trees and lattice paths

Although rooted planar trees are not particularly difficult to visualize, we
would like to have a quite concrete way of “representing” or “coordinatizing”
the planar trees with n vertices that is amenable to investigating the behavior
of a random such trees as the number of vertices becomes large. The following
simple observation is the key to the work of Aldous, Le Gall and many others
on the connections between the asymptotics of large random trees and models
for random paths.

Given a rooted planar tree with n vertices, start from the root and tra-
verse the tree as follows. At each step move away from the root along the
leftmost edge that has not been walked on yet. If this is not possible then
step back along the edge leading toward the root. We obtain a with steps of
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�1 by plotting the height (that is, the distance from the root) at each step.
Appending a �1 step at the beginning and a �1 step at the end gives a lattice
excursion path with 2n steps that we call the Harris path of the tree, although
combinatorialists usually call this object a Dyck path . We can reverse this
procedure and obtain a rooted planar tree with n vertices from any lattice
excursion path with 2n steps.

Fig. 2.5. Harris path of a rooted combinatorial tree (figure courtesy of Jim Pitman).

2.4 The Brownian continuum random tree

Put Sn � °n
i�1Xi, where the random variables Xi are independent with

PtXi � �1u � 1{2. Conditional on S1 � �1, the path S0, S1, . . . , SN , where
N � mintk ¡ 0 : Sk � 0u, is the Harris path of the Galton–Watson branching
process tree with offspring distribution pi � 2�pi�1q, i P N0. Therefore, if we
condition on S1 � �1 and N � 2n, we get the Harris path of the Galton–
Watson branching process tree conditioned on total population size n, and we
have observed is the uniform rooted planar tree on n vertices.

We know that suitably re-scaled simple random walk converges to Brown-
ian motion. Similarly, suitably re-scaled simple random walk conditioned to
be positive on the first step and return to zero for the first time at time 2n
converges as n Ñ 8 to the standard Brownian excursion. Of course, simple
random walk is far from being the only process that has Brownian motion as
a scaling limit, and so we might hope that there are other random trees with
Harris paths that converge to standard Brownian excursion after re-scaling.
The following result of Aldous [10] shows that this is certainly the case.

Theorem 2.8. Let Tn be a conditioned Galton–Watson tree, with offspring
mean 1 and variance 0   σ2   8. Write Hnpkq, 0 ¤ k ¤ 2n for the Harris
path associated with Tn, and interpolate Hn linearly to get a continuous process
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real-valued indexed by the interval r0, 2ns (which we continue to denote by Hn).
Then, as n Ñ 8 through possible sizes of the unconditioned Galton–Watson
tree, �

σ
Hnp2nuq?

n



0¤u¤1

ñ p2Bex
u q0¤u¤1 ,

where Bex is the standard Brownian excursion and ñ is the usual weak con-
vergence of probability measures on Cr0, 1s.

The Harris path construction gives a bijection between excursion-like lat-
tice paths with steps of �1 and rooted planar trees. We will observe in Exam-
ple 3.14 that any continuous excursion path gives rise to a tree-like object via
an analogy with one direction of this bijection. Hence Theorem 2.8 shows that,
in some sense, any conditioned finite-variance Galton–Watson tree converges
after re-scaling to the tree-like object associated with 2Bex. Aldous called this
latter object the Brownian continuum random tree .

2.5 Trees as subsets of `1

We have seen in Sections 2.3 and 2.4 that representing trees as continuous
paths allows us to use the metric structure on path space to make sense of
the idea of a family of random trees converging to some limit random object.
In this section we introduce an alternative “coordinatization” of tree-space
as the collection of compact subsets of the Banach space `1 :� tpx1, x2, . . .q :°

i |xi|   8u. This allows us to use the machinery that has been developed for
describing random subsets of a metric space to give another way of expressing
such convergence results.

Equip `1 with the usual norm. Any finite tree with edge lengths can be
embedded isometrically as a subset of `1 (we think of such a tree as a one-
dimensional cell complex, that is, as a metric space made up of the vertices
of the tree and the connecting edges – not just as the finite metric space
consisting of the vertices themselves). For example, the tree of Figure 2.6 is
isometric to the set

tte1 : 0 ¤ t ¤ dpρ, aqu
Y tdpρ, dqe1 � te2 : 0 ¤ t ¤ dpd, bqu
Y tdpρ, dqe1 � dpd, eqe2 � te3 : 0 ¤ t ¤ dpe, cqu,

where e1 � p1, 0, 0, . . .q, e2 � p0, 1, 0, . . .q, etc.
Recall Algorithm 2.4 for producing a uniform tree on n labeled vertices.

Let Sn be the subset of `1 that corresponds to the tree produced by the
algorithm. We think of this tree as having edge lengths all equal to 1. More
precisely, define a random length random sequence pCn

j , B
n
j q, 0 ¤ j ¤ Jn, as

follows:

• Cn
0 � Bn

0 :� 0,



2.5 Trees as subsets of `1 19
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Fig. 2.6. A rooted tree with edge lengths

• Cn
j is the jth element of ti : Ui   i� 1u,

• Bn
j :� UCn

j
.

Define ρn : r0, Cn
Jns Ñ `1 by ρnp0q :� 0 and

ρnpxq :� ρnpBn
j q � px� Cn

j qej�1 for Cn
j   x ¤ Cn

j�1, 0 ¤ j ¤ Jn � 1.

Put Sn :� ρnpr0, Cn
Jnsq.

It is not hard to show that

ppn�1{2Cn
1 , n

�1{2Bn
1 q, pn�1{2Cn

2 , n
�1{2Bn

2 q, . . .q
ñ ppC1, B1q, pC2, B2q, . . .q,

where ñ denotes weak convergence and ppC1, B1q, pC2, B2q, . . .q are defined
as follows. Put C0 � B0 :� 0. Let pC1, C2, . . .q be the arrival times in an
inhomogeneous Poisson process on R� with intensity t dt. Let Bj :� ξjCj ,
where the tξjujPN are independent, identically distributed uniform random
variables on r0, 1s, independent of tCjujPN.

Define ρ : R� Ñ `1 by ρp0q :� 0 and

ρpxq :� ρpBjq � px� Cjqej�1 for Cj   x ¤ Cj�1.
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Set
S :�

¤
t¥0

ρpr0, tsq.

It seems reasonable that
n�1{2Sn ñ S

in some sense. Aldous [12] showed that S is almost surely a compact subset of
`1 and that there is convergence in the sense of weak convergence of random
compact subsets of `1 equipped with the Hausdorff metric that we will discuss
in Section 4.1. Aldous studied S further in [13, 10]. In particular, he showed
that S is tree-like in various senses: for example, for any two points x, y P S
there is a unique path connecting x and y (that is, a unique homeomorphic
image of the unit interval), and this path has length }x� y}1.

Because the uniform rooted tree with n labeled vertices is a conditioned
Galton–Watson branching process (for the Poisson offspring distribution), we
see from Theorem 2.8 that the Poisson line-breaking “tree” S is essentially the
same as the Brownian continuum random tree, that is, the random tree-like
object associated with the random excursion path 2Bex. In fact, the random
tree ρpCnq has the same distribution as the subtree of the Brownian CRT
spanned by n i.i.d. uniform points on the unit interval.
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R-trees and 0-hyperbolic spaces

3.1 Geodesic and geodesically linear metric spaces

We follow closely the development in [39] in this section and leave some of the
more straightforward proofs to the reader.

Definition 3.1. A segment in a metric space pX, dq is the image of an isom-
etry α : ra, bs Ñ X. The end points of the segment are αpaq and αpbq.
Definition 3.2. A metric space pX, dq is geodesic if for all x, y P X, there
is a segment in X with endpoints tx, yu, and pX, dq is geodesically linear if,
for all x, y P X, there is a unique segment in X with endpoints tx, yu.
Example 3.3. Euclidean space Rd is geodesically linear. The closed annulus
tz P R2 : 1 ¤ |z| ¤ 2u is not geodesic in the metric inherited from R2, but
it is geodesic in the metric defined by taking the infimum of the Euclidean
lengths of piecewise-linear paths between two points. The closed annulus is
not geodesically linear in this latter metric: for example, a pair of points of
the form z and �z are the endpoints of two segments – see Figure 3.1. The
open annulus tz P R2 : 1   |z|   2u is not geodesic in the metric defined
by taking the infimum over all piecewise-linear paths between two points: for
example, there is no segment that has a pair of points of the form z and �z
as its endpoints.

Lemma 3.4. Consider a metric space pX, dq. Let σ be a segment in X with
endpoints x and z, and let τ be a segment in X with endpoints y and z.

(a) Suppose that dpu, vq � dpu, zq� dpz, vq for all u P σ and v P τ . Then σY τ
is a segment with endpoints x and y.

(b) Suppose that σXτ � tzu and σYτ is a segment. Then σYτ has endpoints
x and y.
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z-z

Fig. 3.1. Two geodesics with the same endpoints in the intrinsic path length metric
on the annulus

Lemma 3.5. Let pX, dq be a geodesic metric space such that if two segments
of pX, dq intersect in a single point, which is an endpoint of both, then their
union is a segment. Then pX, dq is a geodesically linear metric space.

Proof. Let σ, τ be segments, both with endpoints u, v. Fix w P σ, and define w1

to be the point of τ such that dpu,wq � dpu,w1q (so that dpv, wq � dpv, w1q).
We have to show w � w1.

Let ρ be a segment with endpoints w,w1. Now σ � σ1 Y σ2, where σ1 is a
segment with endpoints u,w, and σ2 is a segment with endpoints w, v – see
Figure 3.2.

We claim that either σ1 X ρ � twu or σ2 X ρ � twu. This is so because
if x P σ1 X ρ and y P σ2 X ρ, then dpx, yq � dpx,wq � dpw, yq, and either
dpw, yq � dpw, xq � dpx, yq or dpw, xq � dpw, yq � dpx, yq, depending on how
x, y are situated in the segment ρ. It follows that either x � w or y � w,
establishing the claim.

Now, if σ1 X ρ � twu, then, by assumption, σ1 Y ρ is a segment, and by
Lemma 3.4(b) its endpoints are u,w1. Since w P σ1 Y ρ, dpu,w1q � dpu,wq �
dpw,w1q, so w � w1. Similarly, if σ2 X ρ � twu then w � w1. [\
Lemma 3.6. Consider a geodesically linear metric space pX, dq.
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t

w’

u v

w

r

s1 s2

s

Fig. 3.2. Construction in the proof of Lemma 3.5

(i) Given points x, y, z P X, write σ for the segment with endpoints x, y.
Then z P σ if and only if dpx, yq � dpx, zq � dpz, yq.

(ii) The intersection of two segments in X is also a segment if it is non-
empty.

(iii) Given x, y P X, there is a unique isometry α : r0, dpx, yqs Ñ X such that
αp0q � x and αpdpx, yqq � y. Write rx, ys for the resulting segment. If
u, v P rx, ys, then ru, vs � rx, ys.

3.2 0-hyperbolic spaces

Definition 3.7. For x, y, v in a metric space pX, dq, set

px � yqv :� 1
2
pdpx, vq � dpy, vq � dpx, yqq

– see Figure 3.3.

Remark 3.8. For x, y, v, t P X,

0 ¤ px � yqv ¤ dpx, vq ^ dpy, vq
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x
y

w

v

Fig. 3.3. px � yqv � dpw, vq in this tree

and
px � yqt � dpt, vq � px � yqv � px � tqv � py � tqt.

Definition 3.9. A metric space pX, dq is 0-hyperbolic with respect to v if for
all x, y, z P X

px � yqv ¥ px � zqv ^ py � zqv
– see Figure 3.4.

Lemma 3.10. If the metric space pX, dq is 0-hyperbolic with respect to some
point of X, then pX, dq is 0-hyperbolic with respect to all points of X.

Remark 3.11. In light of Lemma 3.10, we will refer to a metric space that is
0-hyperbolic with respect to one, and hence all, of its points as simply being
0-hyperbolic. Note that any subspace of a 0-hyperbolic metric space is also
0-hyperbolic.

Lemma 3.12. The metric space pX, dq is 0-hyperbolic if and only if

dpx, yq � dpz, tq ¤ maxtdpx, zq � dpy, tq, dpy, zq � dpx, tqu
for all x, y, z, t P X,
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x

z

y

v

Fig. 3.4. The 0-hyperbolicity condition holds for this tree. Here px � yqv and py � zqv
are both given by the length of the dotted segment, and px � zqv is the length of the
dashed segment. Note that px �yqv ¥ px �zqv ^py �zqv, with similar inequalities when
x, y, z are permuted.

Remark 3.13. The set of inequalities in Lemma 3.12 is usually called the four-
point condition – see Figure 3.5.

Example 3.14. Write CpR�q for the space of continuous functions from R�
into R. For e P CpR�q, put ζpeq :� inftt ¡ 0 : eptq � 0u and write

U :�
$&%e P CpR�q :

ep0q � 0, ζpeq   8,
eptq ¡ 0 for 0   t   ζpeq,
and eptq � 0 for t ¥ ζpeq

,.-
for the space of positive excursion paths. Set U ` :� te P U : ζpeq � `u.

We associate each e P U ` with a compact metric space as follows. Define
an equivalence relation �e on r0, `s by letting

u1 �e u2, iff epu1q � inf
uPru1^u2,u1_u2s

epuq � epu2q.

Consider the following semi-metric on r0, `s
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x

y

z

t

Fig. 3.5. The four-point condition holds on a tree: dpx, zq � dpy, tq ¤ dpx, yq �
dpz, tq � dpx, tq � dpy, zq

dTepu1, u2q :� epu1q � 2 inf
uPru1^u2,u1_u2s

epuq � epu2q,

that becomes a true metric on the quotient space Te :� r0, `s���e
– see Fig-

ure 3.6.
It is straightforward to check that the quotient map from r0, `s onto Te is

continuous with respect to dTe
. Thus, pTe, dTe

q is path-connected and compact
as the continuous image of a metric space with these properties. In particular,
pTe, dTeq is complete. It is not difficult to check that pTe, dTeq satisfies the
four-point condition, and, hence, is 0-hyperbolic.

3.3 R-trees

3.3.1 Definition, examples, and elementary properties

Definition 3.15. An R-tree is a metric space pX, dq with the following prop-
erties.

Axiom (a) The space pX, dq is geodesic.
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0 a b 1

Fig. 3.6. An excursion path on r0, 1s determines a distance between the points a
and b

Axiom (b) If two segments of pX, dq intersect in a single point, which is an
endpoint of both, then their union is a segment.

Example 3.16. Finite trees with edge lengths (sometimes called weighted
trees) are examples of R-trees. To be a little more precise, we don’t think
of such a tree as just being its finite set of vertices with a collection of dis-
tances between them, but regard the edges connecting the vertices as also
being part of the metric space.

Example 3.17. Take X to be the plane R2 equipped with the metric

dppx1, x2q, py1, y2qq :�
#
|x2 � y2|, if x1 � y1,

|x1 � y1| � |x2| � |y2|, if x1 � y1.

That is, we think of the plane as being something like the skeleton of a
fish, in which the horizontal axis is the spine and vertical lines are the ribs.
In order to compute the distance between two points on different ribs, we use
the length of the path that goes from the first point to the spine, then along
the spine to the rib containing the second point, and then along that second
rib – see Figure 3.7.
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Fig. 3.7. The distance between two points of R2 in the metric of Example 3.17 is
the (Euclidean) length of the dashed path

Example 3.18. Consider the collection T of bounded subsets of R that contain
their supremum. We can think of the elements of T as being arrayed in a
tree–like structure in the following way. Using genealogical terminology, write
hpBq :� supB for the real–valued generation to which B P T belongs and
B|t :� pBXs�8, tsqYttu P T for t ¤ hpBq for the ancestor of B in generation
t. For A,B P T the generation of the most recent common ancestor of A and
B is τpA,Bq :� suptt ¤ hpAq ^ hpBq : A|t � B|tu. That is, τpA,Bq is
the generation at which the lineages of A and B diverge. There is a natural
genealogical distance on T given by

DpA,Bq :� rhpAq � τpA,Bqs � rhpBq � τpA,Bqs.
See Figure 3.8.

It is not difficult to show that the metric space pT , Dq is a R-tree. For
example, the segment with end-points A and B is the set tA|t : τpA,Bq ¤
t ¤ hpAqu Y tB|t : τpA,Bq ¤ t ¤ hpBqu.

The metric space pT , Dq is essentially “the” real tree of [47, 137] (the
latter space has as its points the bounded subsets of R that contain their
infimum and the corresponding metric is such that the map from pT , Dq into
this latter space given by A ÞÑ �A is an isometry). With a slight abuse of



3.3 R-trees 29

A

B

C
u t s

Fig. 3.8. The set C is the most recent common ancestor of the sets A, B � R

thought of as points of “the” real tree of Example 3.18. The distance DpA, Bq is
rs� us � rt� us.

nomenclature, we will refer here to pT , Dq as the real tree. Note that pT , Dq
is huge: for example, the removal of any point shatters T into uncountably
many connected components.

Example 3.19. We will see in Example 3.37 that the compact 0-hyperbolic
metric space pTe, dTe

q of Example 3.14 that arises from an excursion path
e P U is a R-tree.

The following result is a consequence of Axioms (a) and (b) and Lemma 3.5.

Lemma 3.20. An R-tree is geodesically linear. Moreover, if pX, dq is a R-tree
and x, y, z P X then rx, ys X rx, zs � rx,ws for some unique w P X.

Remark 3.21. It follows from Lemma 3.4, Lemma 3.6 and Lemma 3.20 that
Axioms (a) and (b) together imply following condition that is stronger than
Axiom (b):

Axiom (b’) If pX, dq is a R-tree, x, y, z P X and rx, ys X rx, zs � txu, then
rx, ys Y rx, zs � ry, zs
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Lemma 3.22. Let x, y, z be points of a R-tree pX, dq, and write w for the
unique point such that rx, ys X rx, zs � rx,ws.
(i) The points x, y, z, w and the segments connecting them form a Y shape,

with x, y, z at the tips of the Y and w at the center. More precisely,
ry, ws X rw, zs � twu, ry, zs � ry, ws Y rw, zs and rx, ys X rw, zs � twu.

(ii) If y1 P rx, ys and z1 P rx, zs, then

dpy1, z1q �
#

|dpx, y1q � dpx, z1q|, if dpx, y1q ^ dpx, z1q ¤ dpx,wq,
dpx, y1q � dpx, z1q � 2dpx,wq, otherwise.

(iii) The “centroid” w depends only on the set tx, y, zu, not on the order in
which the elements are written.

Proof. (i) Since y, w P rx, ys, we have ry, ws � rx, ys. Similarly, rw, zs � rx, zs.
So, if u P ry, ws X rw, zs, then u P rx, ys X rx, zs � rx,ws. Hence u P rx,ws X
ry, ws � twu (because w P rx, ys). Thus, ry, ws X rw, zs � twu, and ry, zs �
ry, ws Y rw, zs by Axiom (b’).

Now, since w P rx, ys, we have rx, ys � rx,ws Y rw, ys, so rx, ys X rw, zs �
prx,ws X rw, zsq Y pry, ws X rw, zsq, and both intersections are equal to twu
(w P rx, zs).
(ii) If dpx, y1q ¤ dpx,wq then y1, z1 P rx, zs, and so dpy1, z1q � |dpx, y1q�dpx, z1q|.
Similarly, if dpx, z1q ¤ dpx,wq, then y1, z1 P rx, ys, and once again dpy1, z1q �
|dpx, y1q � dpx, z1q|.

If dpx, y1q ¡ dpx,wq and dpx, z1q ¡ dpx,wq, then y1 P ry, ws and z1 P rz, ws.
Hence, by part (i),

dpy1, z1q � dpy1, wq � dpw, z1q
� pdpx, y1q � dpx,wqq � pdpx, z1q � dpx,wq
� dpx, y1q � dpx, z1q � 2dpx,wq.

(iii) We have by part (i) that

ry, xs X ry, zs � ry, xs X pry, ws Y rw, zsq
� ry, ws Y pry, xs X rw, zsq
� ry, ws Y pry, ws X rw, zsq Y prw, xs X rw, zsq

Now ry, ws X rw, zs � twu by part (1) and rw, xs X rw, zs � twu since
w P rx, zs. Hence, ry, xs X ry, zs � ry, ws. Similarly, rz, xs X rz, ys � rz, ws, and
part (iii) follows. [\
Definition 3.23. In the notation of Lemma 3.22, write Y px, y, zq :� w for
the centroid of tx, y, zu.
Remark 3.24. Note that we have

rx, ys X rw, zs � rx, zs X rw, ys � ry, zs X rw, xs � twu.
Also, dpx,wq � py �zqx, dpy, wq � px �zqy, and dpz, wq � px �yqz. In Figure 3.3,
Y px, y, vq � w.
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Corollary 3.25. Consider a R-tree pX, dq and points x0, x1, . . . , xn P X. The
segment rx0, xns is a subset of

�n
i�1rxi�1, xis.

Proof. If n � 2, then, by Lemma 3.22,

rx0, x2s � rx0, Y px0, x1, x2qs Y rY px0, x1, x2q, x2s � rx0, x1s Y rx1, x2s.
If n ¡ 2, then rx0, xns � rx0, xn�1s Y rxn�1, xns by the case n � 2, and the
result follows by induction on n. [\
Lemma 3.26. Consider a R-tree pX, dq. Let α : ra, bs Ñ X be a continuous
map. If x � αpaq and y � αpbq, then rx, ys is a subset of the image of α.

Proof. Let A denote the image of α. Since A is a closed subset of X (being
compact as the image of a compact interval by a continuous map), it is enough
to show that every point of rx, ys is within distance ε of A, for all ε ¡ 0.

Given ε ¡ 0, the collection tα�1pBpx, ε{2qq : x P Au is an open covering
of the compact metric space ra, bs, so there is a number δ ¡ 0 such that any
two points of ra, bs that are distance less than δ apart belong to some common
set in the cover.

Choose a partition of ra, bs, say a � t0   � � �   tn � b, so that for 1 ¤ i ¤ n
we have ti � ti�1   δ, and, therefore, dpαpti�1q, αptiqq   ε. Then all points
of rαpti�1q, αptiqs are at distance less than ε from tαpti�1q, αptiqu � A for
1 ¤ i ¤ n. Finally, rx, ys � �n

i�1rαpti�1q, αptiqs, by Corollary 3.25. [\
Definition 3.27. For points x0, x1, . . . , xn in a R-tree pX, dq, write rx0, xns �
rx0, x1, . . . , xns to mean that, if α : r0, dpx0, xnqs Ñ X is the unique isom-
etry with αp0q � x0 and αpdpx0, xnqq � xn, then xi � αpaiq, for some
a0, a1, a2, . . . , an with 0 � a0 ¤ a1 ¤ a2 ¤ � � � ¤ an � dpx0, xnq.
Lemma 3.28. Consider a R-tree pX, dq. If x0, . . . , xn P X, xi � xi�1 for
1 ¤ i ¤ n � 2 and rxi�1, xis X rxi, xi�1s � txiu for 1 ¤ i ¤ n � 1, then
rx0, xns � rx0, x1, . . . , xns.
Proof. There is nothing to prove if n ¤ 2. Suppose n � 3. We can assume
x0 � x1 and x2 � x3, otherwise there is again nothing to prove. Let w �
Y px0, x2, x3q.

Now w P rx0, x2s and x1 P rx0, x2s, so rx2, ws X rx2, x1s � rx2, vs, where v
is either w or x1, depending on which is closer to x2. But rx2, ws X rx2, x1s �
rx2, x3s X rx2, x1s � tx2u, so v � x2.

Since x1 � x2, we conclude that w � x2. Hence rx0, x2s X rx2, x3s � tx2u,
which implies rx0, x3s � rx0, x2, x3s � rx0, x1, x2, x3s.

Now suppose n ¡ 3. By induction,

rx0, xn�1s � rx0, x1, . . . , xn�2, xn�1s � rx0, xn�2, xn�1s.
By the n � 3 case,

rx0, xns � rx0, xn�2, xn�1, xns � rx0, x1, . . . , xn�2, xn�1, xns
as required. [\
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3.3.2 R-trees are 0-hyperbolic

Lemma 3.29. A R-tree pX, dq is 0-hyperbolic.

Proof. Fix v P X. We have to show

px � yqv ¥ px � zqv ^ py � zqv
px � zqv ¥ px � yqv ^ py � zqv
py � zqv ¥ px � yqv ^ px � zqv

for all x, y, z. Note that if this is so, then one of px � yqv, px � zqv, py � zqv is at
least as great as the other two, which are equal.

Let q � Y px, v, yq, r � Y py, v, zq, and s � Y pz, v, xq. We have px � yqv �
dpv, qq, py � zqv � dpv, sq, and pz � xqv � dpv, rq. We may assume without loss
of generality that

dpv, qq ¤ dpv, rq ¤ dpv, sq,
in which case have to show that q � r – see Figure 3.9.

v

s
x y

q=r

z

Fig. 3.9. The configuration demonstrated in the proof of Lemma 3.29

Now r, s P rv, zs by definition, and dpv, rq ¤ dpv, sq, so that rv, ss � rv, r, ss.
Also, by definition of s, rv, xs � rv, s, xs � rv, r, s, xs. Hence r P rv, xsXrv, ys �
rv, qs. Since dpv, qq ¤ dpv, rq, we have q � r, as required. [\
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Remark 3.30. Because any subspace of a 0-hyperbolic space is still 0-
hyperbolic, we can’t expect that the converse to Lemma 3.29 holds. However,
we will see in Theorem 3.38 that any 0-hyperbolic space is isometric to a
subspace of a R-tree.

3.3.3 Centroids in a 0-hyperbolic space

Definition 3.31. A set ta, b, cu � R is called an isosceles triple if

a ¥ b^ c, b ¥ c^ a, and c ¥ a^ b.

(This means that at least two of a, b, c are equal, and not greater than the
third.)

Remark 3.32. The metric space pX, dq is 0-hyperbolic if and only if px �yqv, px �
zqv, py � zqv is an isosceles triple for all x, y, z, v P X.

Lemma 3.33. (i) If ta, b, cu is any triple then

ta^ b, b^ c, c^ au
is an isosceles triple.
(ii) If ta, b, cu and td, e, fu are isosceles triples then so is

ta^ d, b^ e, c^ fu.
Lemma 3.34. Consider a 0-hyperbolic metric space pX, dq. Let σ, τ be seg-
ments in X with endpoints v, x and v, y respectively. Write x � y :� px � yqv.
(i) If x1 P σ, then x1 P τ if and only if dpv, x1q ¤ x � y.
(ii)If w is the point of σ at distance x � y from v, then σX τ is a segment with

endpoints v and w.

Proof. If dpx1, vq ¡ dpy, vq then x1 R τ , and dpx1, vq ¡ x � y, so we can assume
that dpx1, vq   dpy, vq. Let y1 be the point in τ such that dpv, x1q � dpv, y1q.
Define

α � x � y, β � x1 � y, γ � x � x1, α1 � x1 � y1.
Since x1 P σ and y1 P τ , we have γ � dpv, x1q � dpv, y1q � y � y1. Hence,

pα, β, γq and pα1, β, γq are isosceles triples. We have to show that x1 P τ if and
only if α ¥ γ. The two cases α   γ and α ¥ γ are illustrated in Figure 3.10
and Figure 3.11 respectively.

Now,
β � x1 � y ¤ dpv, x1q � x � x1 � γ.

Also,

α1 � dpv, x1q � 1
2
dpx1, y1q � γ � 1

2
dpx1, y1q ¤ γ

and
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x
y

x’ y’

v

Fig. 3.10. First case of the construction in the proof of Lemma 3.34. Here γ is
either of the two equal dashed lengths and α � β � α1 is the dotted length. As
claimed, α   γ and x1Rτ .

x1 P τ ô x1 � y1 ô dpx1, y1q � 0 ô α1 � γ.

Moreover, α1 � γ if and only if β � γ, because pα1, β, γq is an isosceles
triple and α1, β ¤ γ. Since pα, β, γq is also an isosceles triple, the equality
β � γ is equivalent to the inequality α ¥ γ. This proves part (i). Part (ii) of
the lemma follows immediately. [\
Lemma 3.35. Consider a 0-hyperbolic metric space pX, dq. Let σ, τ be seg-
ments in X with endpoints v, x and v, y respectively. Set x � y :� px � yqv.
Write w for the point of σ at distance x � y from v (so that w is an endpoint
of σ X τ by Lemma 3.34). Consider two points x1 P σ, y1 P τ , and suppose
dpx1, vq ¥ x � y and dpy1, vq ¥ x � y. Then

dpx1, y1q � dpx1, wq � dpy1, wq.
Proof. The conclusion is clear if dpx1, vq � x�y (when x1 � w) or dpy1, vq � x�y
(when y1 � w), so we assume that dpx1, vq ¡ x � y and dpy1, vq ¡ x � y. As in
the proof of Lemma 3.34, we put

α � x � y, β � x1 � y, γ � x � x1, α1 � x1 � y1,
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x
y

x’= y’

v

Fig. 3.11. Second case of the construction in the proof of Lemma 3.34. Here γ �
β � α1 is the dashed length and α is the dotted length. As claimed, α ¥ γ and
x1 P τ .

and we also put γ1 � y �y1, so that γ � dpv, x1q and γ1 � dpv, y1q. Thus, α   γ.
Hence, α � β since pα, β, γq is an isosceles triple. Also, α   γ1, so that β   γ1.
Hence, α � α1 � β because pα1, β, γq is an isosceles triple.

By definition of α1,

dpx1, y1q � dpv, x1q � dpv, y1q � 2α1

� dpv, x1q � dpv, y1q � 2α.

Since w P σ X τ , α � dpv, wq   dpv, x1q, dpv, y1q and σ, τ are segments, it
follows that

dpx1, wq � dpv, x1q � α

and
dpy1, wq � dpv, y1q � α,

and the lemma follows on adding these equations. [\
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3.3.4 An alternative characterization of R-trees

Lemma 3.36. Consider a 0-hyperbolic metric space pX, dq. Suppose that there
is a point v P X such that for every x P X there is a segment with endpoints
v, x. Then pX, dq is a R-tree.

Proof. Take x, y P X and let σ, τ be segments with endpoints v, x and v, y
respectively.

By Lemma 3.34, if w is the point of σX τ at distance px � yqv from v, then
σ is the union pσ X τq Y σ1, where

σ1 :� tu P σ : dpv, uq ¥ px � yqvu

is a segment with endpoints w, x. Similarly, τ is the union pσX τqY τ1, where

τ1 :� tu P τ : dpv, uq ¥ px � yqvu

is a segment with endpoints w, y.
By Lemma 3.35 and Lemma 3.4, σ1Y τ1 is a segment with endpoints x, y.

Thus, pX, dq is geodesic.
Note that by Lemma 3.34, σ X τ is a segment with endpoints v, w. Also,

by Lemma 3.34, if σ X τ � twu then px � yqv � 0 and σ1 � σ, τ1 � τ . Hence,
σ Y τ is a segment. Now, by Lemma 3.10, we may replace v in this argument
by any other point of X. Hence, pX, dq satisfies the axioms for a R-tree. [\
Example 3.37. We noted in Example 3.14 that the compact metric space
pTe, dTe

q that arises from an excursion path e P U is 0-hyperbolic. We can
use Lemma 3.36 to show that pTe, dTe

q is a R-tree. Suppose that e P U `. Take
x P Te and write t for a point in r0, `s such that x is the image of t under
the quotient map from r0, `s onto Te. Write v P Te for the image of 0 P r0, `s
under the quotient map from r0, `s onto Te. Note that v is also the image of
` P r0, `s. For h P r0, eptqs, set λh :� supts P r0, ts : epsq � hu. Then the image
of the set tλh : h P r0, eptqsu � r0, `s under the quotient map is a segment in
Te that has endpoints v and x.

3.3.5 Embedding 0-hyperbolic spaces in R-trees

Theorem 3.38. Let pX, dq be a 0-hyperbolic metric space. There exists a R-
tree pX 1, d1q and an isometry φ : X Ñ X 1.

Proof. Fix v P X. Write x � y :� px � yqv for x, y P X. Let

Y � tpx,mq : x P X,m P R and 0 ¤ m ¤ dpv, xqu.

Define, for px,mq, py, nq P Y ,

px,mq � py, nq if and only if x � y ¥ m � n.
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This is an equivalence relation on Y . Let X 1 � Y { �, and let xx,my denote
the equivalence class of px,mq. We define the metric by

d1pxx,my, xy, nyq � m� n� 2rm^ n^ px � yqs.

The construction is illustrated in Figure 3.12.

y x

(x,m) ~ (y,m)
m

V

Fig. 3.12. The embedding of Theorem 3.38. Solid lines represent points that are in
X, while dashed lines represent points that are added to form X 1.

It follows by assumption that d1 is well defined. Note that

d1pxx,my, xx, nyq � |m� n|

and xx, 0y � xv, 0y for all x P X, so d1pxx,my, xv, 0yq � m. Clearly d1 is
symmetric, and it is easy to see that d1pxx,my, xy, nyq � 0 if and only if
xx,my � xy, ny. Also, in X 1,

pxx,my � xy, nyqxv,0y � m^ n^ px � yq.

If xx,my, xy, ny and xz, py are three points of X 1, then

tm^ n, n^ p, p^mu
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is an isosceles triple by Lemma 3.33(1). Hence, by Lemma 3.33(2), so is tm^
n^px �yq, n^p^py �zq, p^m^pz �xqu. It follows that pX 1, d1q is a 0-hyperbolic
metric space.

If xx,my P X 1, then the mapping α : r0,ms Ñ X 1 given by αpnq � xx, ny is
an isometry, so the image of α is a segment with endpoints xv, 0y and xx,my. It
now follows from Lemma 3.36 that pX 1, d1q is a R-tree. Further, the mapping
φ : X Ñ X 1 defined by φpxq � xx, dpv, xqy is easily seen to be an isometry. [\

3.3.6 Yet another characterization of R-trees

Lemma 3.39. Let pX, dq be a R-tree. Fix v P X.

(i) For x, y P Xztvu, rv, xs X rv, ys � tvu if and only if x, y are in the same
path component of Xztvu.

(ii)The space Xztvu is locally path connected, the components of Xztvu coin-
cide with its path components, and they are open sets in X.

Proof. (i) Suppose that rv, xsXrv, ys � tvu. It can’t be that v P rx, ys, because
that would imply rx, vs X rv, ys � tvu. Thus, rx, ys � Xztvu and x, y are in
the same path component of Xztvu. Conversely, if α : ra, bs Ñ Xztvu is a
continuous map, with x � αpaq, y � αpbq, then ra, bs is a subset of the image
of α by Lemma 3.26, so v R rx, ys, and rv, xs X rv, ys � tvu by Axiom (b’) for
a R-tree.
(ii) For x P Xztvu, the set U :� ty P X : dpx, yq   dpx, vqu is an open set
in X, U � Xztvu, x P U , and U is path connected. For if y, z P U , then
rx, ysY rx, zs � U , and so ry, zs � U by Corollary 3.25. Thus, Xztvu is locally
path connected. It follows that the path components of Xztvu are both open
and closed, and (ii) follows easily. [\
Theorem 3.40. A metric space pX, dq is a R-tree if and only if it is connected
and 0-hyperbolic.

Proof. An R-tree is geodesic, so it is path connected. Hence, it is connected.
Therefore, it is 0-hyperbolic by Lemma 3.29.

Conversely, assume that a metric space pX, dq is connected and 0-
hyperbolic. By Theorem 3.38 there is an embedding of pX, dq in a R-tree
pX 1, d1q. Let x, y P X, suppose v P X 1zX and v P rx, ys. Then rv, xs X rv, ys �
tvu and so by Lemma 3.39, x, y are in different components of Xztvu.

Let C be the component of Xztvu containing x. By Lemma 3.39, C is open
and closed, so XXC is open and closed in X. Since x P XXC, y R XXC, this
contradicts the connectedness of X. Thus, rx, ys � X and pX, dq is geodesic.
It follows that pX, dq is a R-tree by Lemma 3.36. [\
Example 3.41. Let P denote the collection of partitions of the positive integers
N. There is a natural partial order ¤ on P defined by P ¤ Q if every block
of Q is a subset of some block of P (that is, the blocks of P are unions of
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blocks of Q). Thus, the partition tt1u, t2u, . . .u consisting of singletons is the
unique largest element of P, while the partition tt1, 2, . . .uu consisting of a
single block is the unique smallest element. Consider a function Π : R� ÞÑ P
that is non-increasing in this partial order. Suppose that Πp0q � tt1u, t2u, . . .u
and Πptq � tt1, 2, . . .uu for all t sufficiently large. Suppose also that if Π is
right-continuous in the sense that if i and j don’t belong to the same block of
Πptq for some t P R�, then they don’t belong to the same block of Πpuq for
u ¡ t sufficiently close to t.

Let T denote the set consisting of points of the form pt, Bq, where t P R�
and B P Πptq. Given two point ps,Aq, pt, Bq P T , set

mpps,Aq, pt, Bqq
:� inftu ¡ s^ t : A and B subsets of a common block of Πpuqu,

and put

dpps,Aq, pt, Bqq :� rmpps,Aq, pt, Bqq � ss � rmpps,Aq, pt, Bqq � ts.
It is not difficult to check that d is a metric that satisfies the four point
condition and that the space T is connected. Hence, pT, dq is a R-tree by
Theorem 3.40. The analogue of this construction with N replaced by t1, 2, 3, 4u
is shown in Figure 3.13.

Moreover, if we let T̄ denote the completion of T with respect to the metric
d, then T̄ is also a R-tree. It is straightforward to check that T̄ is compact if
and only if Πptq has finitely many blocks for all t ¡ 0.

Write δ for the restriction of d to the positive integers N, so that

δpi, jq � 2 inftt ¡ 0 : i and j belong to the same block of Πptqu.
The completion S of N with respect to δ is isometric to the closure of N in T̄ ,
and S is compact if and only if Πptq has finitely many blocks for all t ¡ 0. Note
that δ is an ultrametric , that is, δpx, yq ¤ δpx, zq_ δpz, yq for x, y, z P S. This
implies that at least two of the distances are equal and are no smaller than
the third. Hence, all triangles are isosceles. When S is compact, the open balls
for the metric δ coincide with the closed balls and are obtained by taking the
closure of the blocks of Πptq for t ¡ 0. In particular, S is totally disconnected
.

The correspondence between coalescing partitions, tree structures and ul-
trametrics is a familiar idea in the physics literature – see, for example, [109].

3.4 R–trees without leaves

3.4.1 Ends

Definition 3.42. An R-tree without leaves is a R–trees pT, dq that satisfies
the following extra axioms.
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4

3

2

1

{{1},{2},{3},{4}} {{1,2},{3},{4}} {{1,2},{3,4}} {{1,2,3,4}}

Fig. 3.13. The construction of a R-tree from a non-increasing function taking values
in the partitions of t1, 2, 3, 4u.

Axiom (c) The metric space pT, dq is complete.
Axiom (d) For each x P T there is at least one isometric embedding θ : R Ñ T

with x P θpRq.
Example 3.43. “The” real tree pT , Dq of Example 3.18 satisfies Axioms (c)
and (d).

We will suppose in this section that we are always working with a R-tree
pT, dq that is without leaves.

Definition 3.44. An end of T is an equivalence class of isometric embeddings
from R� into T , where we regard two such embeddings φ and ψ as being
equivalent if there exist α P R and β P R� such that α � β ¥ 0 and φptq �
ψpt� αq for all t ¥ β. Write E for the set of ends of T .

By Axiom (d), E has at least 2 points. Fix a distinguished element : of E.
For each x P T there is a unique isometric embedding κx : R� Ñ T such that
κxp0q � x and κx is a representative of the equivalence class of :. Similarly,
for each ξ P E� :� Ezt:u there is at least one isometric embedding θ : R Ñ T
such that t ÞÑ θptq, t ¥ 0, is a representative of the equivalence class of ξ
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and t ÞÑ θp�tq, t ¥ 0, is a representative of the equivalence class of :. Denote
the collection of all such embeddings by Θξ. If θ, θ1 P Θξ, then there exists
γ P R such that θptq � θ1pt� γq for all t P R. Thus, it is possible to select an
embedding θξ P Θξ for each ξ P E� in such a way that for any pair ξ, ζ P E�
there exists t0 (depending on ξ, ζ) such that θξptq � θζptq for all t ¤ t0 (and
θξpst0,8rq X θζpst0,8rq � H). Extend θξ to R� :� R Y t�8u by setting
θξp�8q :� : and θξp�8q :� ξ.

Example 3.45. The ends of the real tree pT , Dq of Example 3.18 can be
identified with the collection consisting of the empty set and the elements
of E�, where E� consists of subsets B � R such that �8   inf B and
supB � �8. If we choose : to be the empty set so that E� plays the
role of E�, then we can define the isometric embedding θA for A P E� by
θAptq :� pAXs �8, tsq Y ttu � A|t, in the notation of Example 3.18.

The map pt, ξq ÞÑ θξptq from R�E� (resp. R��E�) into T (resp. T YE)
is surjective. Moreover, if η P T Y E is in θξpR�q X θζpR�q for ξ, ζ P E�,
then θ�1

ξ pηq � θ�1
ζ pηq. Denote this common value by hpηq, the height of η.

In genealogical terminology, we think of hpηq as the generation to which η
belongs. In particular, hp:q :� �8 and hpξq � �8 for ξ P E�. For the real
tree pT , Dq of Example 3.18 with corresponding isometric embeddings defined
as above, hpBq is just supB, with the usual convention that supH :� �8 (in
accord with the notation of Example 3.18).

Define a partial order ¤ on T Y E by declaring that η ¤ ρ if there exists
�8 ¤ s ¤ t ¤ �8 and ξ P E� such that η � θξpsq and ρ � θξptq. In
genealogical terminology, η ¤ ρ corresponds to η being an ancestor of ρ (note
that individuals are their own ancestors). In particular, : is the unique point
that is an ancestor of everybody, while points of E� are characterized by being
only ancestors of themselves. For the real tree pT , Dq of Example 3.18, A ¤ B
if and only if A � pBXs � 8, supAsq Y tsupAu. In particular, this partial
order is not the usual inclusion partial order (for example, the singleton t0u
is an ancestor of the singleton t1u).

Each pair η, ρ P T Y E has a well-defined greatest common lower bound
η ^ ρ in this partial order, with η ^ ρ P T unless η � ρ P E�, η � : or ρ � :.
In genealogical terminology, η ^ ρ is the most recent common ancestor of η
and ρ. For x, y P T we have

dpx, yq � hpxq � hpyq � 2hpx^ yq
� rhpxq � hpx^ yqs � rhpyq � hpx^ yqs. (3.1)

Therefore, hpxq � dpx, yq � hpyq � 2hpx ^ yq ¤ dpx, yq � hpyq and, similarly,
hpyq ¤ dpx, yq � hpxq, so that

|hpxq � hpyq| ¤ dpx, yq, (3.2)

with equality if x, y P T are comparable in the partial order (that is, if x ¤ y
or y ¤ x).
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If x, x1 P T are such that hpx^ yq � hpx1^ yq for all y P T , then, by (3.1),
dpx, x1q � rhpxq�hpx^x1qs�rhpx1q�hpx^x1qs � rhpxq�hpx^xqs�rhpx1q�
hpx1^x1qs � 0, so that x � x1. Slight elaborations of this argument show that
if η, η1 P T Y E are such that hpη ^ yq � hpη1 ^ yq for all y in some dense
subset of T , then η � η1.

For x, x1, z P T we have that if hpx ^ zq   hpx1 ^ zq, then x ^ x1 � x ^ z
and a similar conclusion holds with the roles of x and x1 reversed; whereas if
hpx^ zq � hpx1 ^ zq, then x^ z � x1 ^ z ¤ x^ x1. Using (3.1) and (3.2) and
checking the various cases we find that

|hpx^ zq � hpx1 ^ zq| ¤ dpx^ z, x1 ^ zq ¤ dpx, x1q. (3.3)

For η P T Y E and t P R� with t ¤ hpηq, let η|t denote the unique
ρ P T YE with ρ ¤ η and hpρq � t. Equivalently, if η � θξpuq for some u P R�

and ξ P E�, then η|t � θξptq for t ¤ u. For the real tree of Example 3.18, this
definition coincides with the one given in Example 3.18.

The metric space pE�, δq, where

δpξ, ζq :� 2�hpξ^ζq,

is complete. Moreover, the metric δ is actually an ultrametric ; that is, δpξ, ζq ¤
δpξ, ηq _ δpη, ζq for all ξ, ζ, η P E�.

3.4.2 The ends compactification

Suppose in this subsection that the metric space pE�, δq is separable. For t P R
consider the set

Tt :� tx P T : hpxq � tu � tξ|t : ξ P E�u (3.4)

of points in T that have height t. For each x P Tt the set tζ P E� : ζ|t � xu
is a ball in E� of diameter at most 2�t and two such balls are disjoint. Thus,
the separability of E� is equivalent to each of the sets Tt being countable. In
particular, separability of E� implies that T is also separable, with countable
dense set tξ|t : ξ P E�, t P Qu, say.

We can, via a standard Stone–C̆ech-like procedure, embed T Y E in a
compact metric space in such a way that for each y P T Y E the map x ÞÑ
hpx^ yq has a continuous extension to the compactification (as an extended
real–valued function).

More specifically, let S be a countable dense subset of T . Let π be a strictly
increasing, continuous function that maps R onto s0, 1r. Define an injective
map Π from T into the compact, metrizable space r0, 1sS by Πpxq :� pπphpx^
yqqqyPS . Identify T with ΠpT q and write T for the closure of T p� ΠpT qq
in r0, 1sT . In other words, a sequence txnunPN � T converges to a point
in T if hpxn ^ yq converges (possibly to �8) for all y P S, and two such
sequences txnunPN and tx1nunPN converge to the same point if and only if
limn hpxn ^ yq � limn hpx1n ^ yq for all y P S.
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We can identify distinct points in T Y E with distinct points in T . If
txnunPN � T and ξ P E� are such that for all t P R we have ξ|t ¤ xn for all
sufficiently large n, then limn hpxn ^ yq � hpξ ^ yq for all y P S. We leave the
identification of : to the reader.

In fact, we have T � T Y E. To see this, suppose that txnunPN � T
converges to x8 P T . Put h8 :� supyPS limn hpxn^yq. Assume for the moment
that h8 P R. We will show that x8 P T with hpx8q � h8. For all k P N we
can find yk P S such that

h8 � 1
k
¤ lim

n
hpxn ^ ykq ¤ hpykq ¤ h8 � 1

k
.

Observe that

dpyk, y`q ¤ lim sup
n

�
dpyk, xn ^ ykq � dpxn ^ yk, xn ^ y`q

� dpxn ^ y`, y`q
	

� lim sup
n

�
rhpykq � hpxn ^ ykqs � |hpxn ^ ykq � hpxn ^ y`q|

� rhpy`q � hpxn ^ y`qs
	

¤ 2
k
�
�

1
k
� 1
`



� 2
`
.

Therefore, pykqkPN is a d-Cauchy sequence and, by Axiom (c), this sequence
converges to y8 P T . Moreover, by (3.2) and (3.3), limn hpxn^y8q � hpy8q �
h8.

We claim that y8 � x8; that is, limn hpxn ^ zq � hpy8 ^ zq for all z P S.
To see this, fix z P T and ε ¡ 0. If n is sufficiently large, then

hpxn ^ zq ¤ hpy8q � ε (3.5)

and
hpy8q � ε ¤ hpxn ^ y8q ¤ hpy8q. (3.6)

If hpy8 ^ zq ¤ hpy8q � ε, then (3.6) implies that y8 ^ z � xn ^ z. On the
other hand, if hpy8 ^ zq ¥ hpy8q � ε, then (3.6) implies that

hpxn ^ zq ¥ hpy8q � ε, (3.7)

and so, by (3.5) and (3.6),

|hpy8 ^ zq � hpxn, zq|
¤ rhpy8q � phpy8q � εqs _ rphpy8q � εq � phpy8q � εqs
� 2ε.

(3.8)

We leave the analogous arguments for h8 � �8 (in which case x8 P E�)
and h8 � �8 (in which case x8 � :) to the reader.
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We have just seen that the construction of T does not depend on T (more
precisely, any two such compactifications are homeomorphic). Moreover, a
sequence txnunPN � T Y E converges to a limit in T Y E if and only if
limn hpxn^ yq exists for all y P T , and two convergent sequences txnunPN and
tx1nunPN converge to the same limit if and only if limn hpxn^yq � limn hpx1n^
yq for all y P T .

3.4.3 Examples of R-trees without leaves

Fix a prime number p and constants r�, r� ¥ 1. Let Q denote the rational
numbers. Define an equivalence relation � on Q�R as follows. Given a, b P Q
with a � b write a� b � pvpa,bqpm{nq for some vpa, bq,m, n P Z with m and n
not divisible by p. For vpa, bq ¥ 0 put wpa, bq � °vpa,bq

i�0 ri
�, and for vpa, bq   0

put wpa, bq :� 1�°�vpa,bq
i�0 ri

�. Set wpa, aq :� �8. Given pa, sq, pb, tq P Q� R
declare that pa, sq � pb, tq if and only if s � t ¤ wpa, bq. Note that

vpa, cq ¥ vpa, bq ^ vpb, cq (3.9)

so that
wpa, cq ¥ wpa, bq ^ wpb, cq (3.10)

and � is certainly transitive (reflexivity and symmetry are obvious).
Let T denote the collection of equivalence classes for this equivalence re-

lation. Define a partial order ¤ on T as follows. Suppose that x, y P T are
equivalence classes with representatives pa, sq and pb, tq. Say that x ¤ y if and
only if s ¤ wpa, bq ^ t. It follows from (3.10) that ¤ is indeed a partial order.
A pair x, y P T with representatives pa, sq and pb, tq has a unique greatest
common lower bound x ^ y in this order given by the equivalence class of
pa, s^ t^ wpa, bqq, which is also the equivalence class of pb, s^ t^ wpa, bqq.

For x P T with representative pa, sq, put hpxq :� s. Define a metric d on T
by setting dpx, yq :� hpxq�hpyq�2hpx^yq. We leave it to the reader to check
that pT, dq is a R–tree satisfying Axioms (a)–(d), and that the definitions of
x ¤ y, x ^ y and hpxq fit into the general framework of Section 3.4, with
the set E� corresponding to Q � R–valued paths s ÞÑ papsq, sq such that
s ¤ wpapsq, aptqq ^ t.

Note that there is a natural Abelian group structure on E�: if ξ and ζ
correspond to paths s ÞÑ papsq, sq and s ÞÑ pbpsq, sq, then define ξ � ζ to
correspond to the path s ÞÑ papsq� bpsq, sq. We mention in passing that there
is a bi–continuous group isomorphism between E� and the additive group
of the p–adic integers Qp. (This map is, however, not an isometry if E� is
equipped with the δ metric and Qp is equipped with the usual p-adic metric.)
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Hausdorff and Gromov–Hausdorff distance

4.1 Hausdorff distance

We follow the presentation in [37] in this section and omit some of the more
elementary proofs.

Definition 4.1. Denote by UrpSq the r-neighborhood of a set S in a metric
space pX, dq. That is, UrpSq :� tx P X : dpx, Sq   ru, where dpx, Sq :�
inftdpx, yq : y P Su. Equivalently, UrpSq :� �

xPS Brpxq, where Brpxq is the
open ball of radius r centered at x.

Definition 4.2. Let A and B be subsets of a metric space pX, dq. The Haus-
dorff distance between A and B, denoted by dHpA,Bq, is defined by

dHpA,Bq :� inftr ¡ 0 : A � UrpBq and B � UrpAqu.
See Figure 4.1

Proposition 4.3. Let pX, dq be a metric space. Then

(i) dH is a semi-metric on the set of all subsets of X.
(ii) dHpA,Aq � 0 for any A � X, where A denotes the closure of A.
(iii) If A and B are closed subsets of X and dHpA,Bq � 0, then A � B.

Let MpXq denote the set of non-empty closed subsets of X equipped with
Hausdorff distance. Proposition 4.3 says that MpXq is a metric space (pro-
vided we allow the metric to take the value �8).

Proposition 4.4. If the metric space pX, dq is complete, then the metric space
pMpXq, dHq is also complete.

Proof. Consider a Cauchy sequence tSnunPN in MpXq. Let S denote the set of
points x P X such that any neighborhood of x intersects with infinitely many
of the Sn. That is, S :� �8

m�1

�8
n�m Sn. By definition of the Hausdorff metric,



46 4 Hausdorff and Gromov–Hausdorff distance

A

B

d

Fig. 4.1. The Hausdorff distance between the sets A and B is d

we can find a sequence tynunPN such that yn P Sn and dpym, ynq ¤ dHpSm, Snq
for all m,n P N. Since X is complete, limnÑ yn � y exists. Note that y P S
and so S is non-empty. By definition, S is closed, and so S P MpXq.

We will show that
Sn Ñ S.

Fix ε ¡ 0 and let n0 be such that dHpSn, Smq   ε for all m,n ¥ n0. It suffices
to show that dHpS, Snq   2ε for any n ¥ n0, and this is equivalent to showing
that:

For x P S and n ¥ n0, dpx, Snq   2ε. (4.1)

For x P Sn and n ¥ n0, dpx, Sq   2ε. (4.2)

To establish (4.1), note first that there exists an m ¥ n0 such that BεpxqX
Sm � H. In other words, there is a point y P Sm such that dpx, yq   ε. Since
dHpSn, Smq   ε, we also have dpy, Snq   ε, and, therefore, dpx, Snq   2ε.

Turning to (4.2), let n1 � n and for every integer k ¡ 1 choose an index
nk such that nk ¡ nk�1 and dHpSp, Sqq   ε{2k for all p, q ¥ nk. Define a
sequence of points txkukPN, where xk P Snk

, as follows: let x1 � x, and xk�1

be a point of Snk�1 such that dpxk, xk�1q   ε{2k for all k. Such a point can
be found because dHpSnk

, Snk�1q   ε{2k.
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Since
°

kPN dpxk, xk�1q   2ε   8, the sequence txkukPN is a Cauchy se-
quence. Hence, it converges to a point y P X by the assumed completeness of
X. Then,

dpx, yq � lim
nÑ8 dpx, xnq ¤

¸
kPN

dpxk, xk�1q   2ε.

Because y P S by construction, it follows that dpx, Sq   2ε. [\
Theorem 4.5. If the metric space pX, dq is compact, then the metric space
pMpXq, dHq is also compact.

Proof. By Proposition 4.4, MpXq is complete. Therefore, it suffices to prove
that MpXq is totally bounded. Let S be a finite ε-net in X. We will show that
the set of all non-empty subsets of S is an ε-net in MpXq.

Let A P MpXq. Consider

SA � tx P S : dpx,Aq ¤ εu.
Since S is an ε-net in X, for every y P A there exists an x P S such that
dpx, yq ¤ ε. Because dpx,Aq ¤ dpx, yq ¤ ε, this point x belongs to SA. There-
fore, dpy, SAq ¤ ε for all y P A.

Since dpx,Aq ¤ ε for any x P SA, it follows that dHpA,SAq ¤ ε. Since A is
arbitrary, this proves that the set of subsets of S is an ε-net in MpXq. [\

4.2 Gromov–Hausdorff distance

In this section we follow the development in [37]. Similar treatments may be
found in [80, 34].

4.2.1 Definition and elementary properties

Definition 4.6. Let X and Y be metric spaces. The Gromov–Hausdorff dis-
tance between them, denoted by dGHpX,Y q, is the infimum of the Hausdorff
distances dHpX 1, Y 1q over all metric spaces Z and subspaces X 1 and Y 1 of Z
that are isometric to X and Y , respectively – see Figure 4.2.

Remark 4.7. It is not necessary to consider all possible embedding spaces
Z. The Gromov–Hausdorff distance between two metric spaces pX, dXq and
pY, dY q is the infimum of those r ¡ 0 such that there exists a metric d on the
disjoint union X

�
Y such that the restrictions of d to X and Y coincide with

dX and dY and dHpX,Y q   r in the space pX�
Y, dq.

Proposition 4.8. The distance dGH satisfies the triangle inequality.

Proof. Given dXY on X
�
Y and dY Z on Y

�
Z, define dXZ on X

�
Z by

dXZpx, zq � inf
yPY

tdXY px, yq � dY Zpy, zqu.
[\
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X Y

Y’
X’

Z

Fig. 4.2. Computation of the Gromov–Hausdorff distance between metric spaces
X and Y by embedding isometric copies X 1 and Y 1 into Z

4.2.2 Correspondences and ε-isometries

The definition of the Gromov–Hausdorff distance dGHpX,Y q is somewhat un-
wieldy, as it involves an infimum over metric spaces Z and isometric embed-
dings of X and Y in Z. Remark 4.7 shows that it is enough to take Z to be the
disjoint union of X and Y , but this still leaves the problem of finding optimal
metrics on the disjoint union that extend the metrics on X and Y . In this
subsection we will give a more effective formulation of the Gromov–Hausdorff
distance, as well as convenient upper and lower bounds on the distance.

Definition 4.9. Let X and Y be two sets. A correspondence between X and
Y is a set R � X�Y such that for every x P X there exists at least one y P Y
for which px, yq P R, and similarly for every y P Y there exists an x P X for
which px, yq P R – see Figure 4.3.

Definition 4.10. Let R be a correspondence between metric spaces X and Y .
The distortion of R is defined to be

disR :� supt|dXpx, x1q � dY py, y1q| : px, yq, px1, y1q P Ru,
where dX and dY are the metrics of X and Y respectively.
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Fig. 4.3. A correspondence between two spaces

Theorem 4.11. For any two metric spaces X and Y ,

dGHpX,Y q � 1
2

inf
R
pdisRq

where the infimum is taken over all correspondences R between X and Y .

Proof. We first show for any r ¡ dGHpX,Y q that there exists a correspondence
R with disR   2r. Indeed, since dGHpX,Y q   r, we may assume that X and
Y are subspaces of some metric space Z and dHpX,Y q   r in Z. Define

R � tpx, yq : x P X, y P Y, dpx, yq   ru

where d is the metric of Z.
That R is a correspondence follows from the fact that dHpX,Y q   r. The

estimate disR   2r follows from the triangle inequality: if px, yq P R and
px1, y1q P R, then

|dpx, x1q � dpy, y1q| ¤ dpx, yq � dpx1, y1q   2r.

Conversely, we show that dGHpX,Y q ¤ 1
2disR for any correspondence R.

Let disR � 2r. To avoid confusion, we use the notation dX and dY for the
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metrics of X, Y , respectively. It suffices to show that there is a metric d on the
disjoint union X

�
Y such that d|X�X � dX , d|Y�Y � dY , and dHpX,Y q ¤ r

in pX�
Y, dq.

Given x P X and y P Y , define

dpx, yq � inftdXpx, x1q � r � dY py1, yq : px1, y1q P Ru

(the distances within X and Y are already defined by dX and dY ). Verifying
the triangle inequality for d and the fact that dHpX,Y q ¤ r is straightforward.

[\
Definition 4.12. Consider two metric spaces X and Y . For ε ¡ 0, a map
f : X Ñ Y is called an ε-isometry if disf ¤ ε and fpXq is an ε-net in Y .
(Here disf :� supx,yPX |dXpx, yq � dY pfpxq, fpyqq|.)
Corollary 4.13. Consider two metric spaces X and Y . Fix ε ¡ 0.

(i) If dGHpX,Y q   ε, then there exists a 2ε-isometry from X to Y .
(ii)If there exists an ε-isometry from X to Y , then dGHpX,Y q   2ε.

Proof. (i) Let R be a correspondence between X and Y with disR   2ε. For
every x P X, choose fpxq P Y such that px, fpxqq P R. This defines a map
f : X Ñ Y . Obviously disf ¤ disR   2ε. We will show that fpXq is an ε-net
in Y .

For a y P Y , consider an x P X such that px, yq P R. Since both y and fpxq
are in correspondence with x, it follows that dpy, fpxqq ¤ dpx, xq�disR   2ε.
Hence, dpy, fpXqq   2ε.
(ii) Let f be an ε-isometry. Define R � X � Y by

R � tpx, yq P X � Y : dpy, fpxqq ¤ εu.

Then R is a correspondence because fpXq is an ε-net in Y . If px, yq P R and
px1, y1q P R, then

|dpy, y1q � dpx, x1q| ¤ |dpfpxq, fpx1qq � dpx, x1q| � dpy, fpxqq � dpy1, fpx1qq
¤ disf � ε� ε ¤ 3ε.

Hence, disR   3ε, and Theorem 4.11 implies

dGHpX,Y q ¤ 3
2
ε   2ε.

[\

4.2.3 Gromov–Hausdorff distance for compact spaces

Theorem 4.14. The Gromov–Hausdorff distance is a metric on the space of
isometry classes of compact metric spaces.
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Proof. We already know that dGH is a semi-metric, so only that show
dGHpX,Y q � 0 implies that X and Y are isometric.

Let X and Y be two compact spaces such that dGHpX,Y q � 0. By Corol-
lary 4.13, there exists a sequence of maps fn : X Ñ Y such that disfn Ñ 0.

Fix a countable dense set S � X. Using Cantor’s diagonal procedure,
choose a subsequence tfnk

u of tfnu such that for every x P S the sequence
tfnk

pxqu converges in Y . By renumbering, we may assume that this holds
for tfnu itself. Define a map f : S Ñ Y as the limit of the fn, namely, set
fpxq � lim fnpxq for every x P S.

Because
|dpfnpxq, fnpyqq � dpx, yq| ¤ disfn Ñ 0,

we have

dpfpxq, fpyqq � lim dpfnpxq, fnpyqq � dpx, yq for all x, y P S.
In other words, f is a distance-preserving map from S to Y . Then f can be
extended to a distance-preserving map from X to Y . Now interchange the
roles of X and Y . [\
Proposition 4.15. Consider compact metric spaces X and tXnunPN. The se-
quence tXnunPN converges to X in the Gromov–Hausdorff distance if and only
if for every ε ¡ 0 there exists a finite ε-net S in X and an ε-net Sn in each
Xn such that Sn converges to S in the Gromov–Hausdorff distance.

Moreover these ε-nets can be chosen so that, for all sufficiently large n, Sn

has the same cardinality as S.

Definition 4.16. A collection X of compact metric spaces is uniformly totally
bounded if for every ε ¡ 0 there exists a natural number N � Npεq such that
every X P X contains an ε-net consisting of no more than N points.

Remark 4.17. Note that if the collection X of compact metric spaces is uni-
formly totally bounded, then there is a constant D such that diampXq ¤ D
for all X P X.

Theorem 4.18. A uniformly totally bounded class X of compact metric spaces
is pre-compact in the Gromov–Hausdorff topology.

Proof. Let Npεq be as in Definition 4.16 and D be as in Remark 4.17. Define
N1 � Np1q and Nk � Nk�1�Np1{kq for all k ¥ 2. Let tXnunPN be a sequence
of metric spaces from X.

In every space Xn, consider a union of p1{kq-nets for all k P N. This is
a countable dense collection Sn � txi,nuiPN � Xn such that for every k the
first Nk points of Sn form a p1{kq-net in Xn. The distances dXn

pxi,n, xj,nq
do not exceed D, i.e. belong to a compact interval. Therefore, using the
Cantor diagonal procedure, we can extract a subsequence of tXnu in which
tdXn

pxi,n, xj,nqunPN converge for all i, j. To simplify the notation, we assume
that these sequences converge without passing to a subsequence.
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We will construct the limit space X̄ for tXnunPN as follows. First, pick an
abstract countable set X � txiuiPN and define a semi-metric d on X by

dpxi, xjq � lim
nÑ8 dXn

pxn,i, xn,jq.

A quotient construction gives us a metric space X{d. We will denote by x̄i

the point of X{d obtained from xi. Let X̄ be the completion of X{d.
For k P N, consider the set Spkq � tx̄i : 1 ¤ i ¤ Nku � X̄. Note that Spkq

is a p1{kq-net in X̄. Indeed, every set Spkqn � tx̄i,n : 1 ¤ i ¤ Nku is a p1{kq-net
in the respective space Xn. Hence, for every xi,n P Sn there is a j ¤ Nk such
that dXn

pxi,n, xj,nq ¤ 1{k for infinitely many indices n. Passing to the limit,
we see that dpx̄i, x̄jq ¤ 1{k for this j. Thus, Spnq is a p1{kq-net in X{d. Hence,
Spnq is also a p1{kq-net in in X̄. Since X̄ is complete and has a p1{kq-net for
any k P N, X̄ is compact.

Furthermore, the set Spkq is a Gromov–Hausdorff limit of the sets Spkqn as
n Ñ 8, because these are finite sets consisting of Nk points (some of which
may coincide) and there is a way of matching up the points of Spkqn with those
in Spkq so that distances converge. Thus, for every k P N we have a p1{kq-net in
X̄ that is a Gromov–Hausdorff limit of some p1{kq-nets in the spaces Xn. By
Proposition 4.15, it follows that Xn converges to X̄ in the Gromov–Hausdorff
distance. [\

4.2.4 Gromov–Hausdorff distance for geodesic spaces

Theorem 4.19. Let tXnunPN be a sequence of geodesic spaces and X a com-
plete metric space such that Xn converges to X in the Gromov–Hausdorff
distance. Then X is a geodesic space.

Proof. Because X is complete, it suffices to prove that for any two points x, y P
X there is a point z P X such that dpx, zq � 1

2dpx, yq and dpy, zq � 1
2dpx, yq.

Again by completeness, it further suffices to show that for any ε ¡ 0 there is
a point z P X such that |dpx, zq � 1

2dpx, yq|   ε and |dpy, zq � 1
2dpx, yq|   ε.

Let n be such that dGHpX,Xnq   ε{4. Then, by Theorem 4.11, there is a
correspondence R between X and Xn whose distortion is less than ε{2. Take
points x̃, ỹ P Xn corresponding to x and y. Since Xn is a geodesic space, there
is a z̃ P Xn such that dpx̃, z̃q � dpz̃, ỹq � 1

2dpx̃, ỹq. Let z P X be a point
corresponding to z̃. Then����dpx, zq � 1

2
dpx, yq

���� ¤ ����dpx̃, z̃q � 1
2
dpx̃, ỹq

����� 2disR   ε.

Similarly, |dpy, zq � 1
2dpx, yq|   ε. [\

Proposition 4.20. Every compact geodesic space can be obtained as a
Gromov–Hausdorff limit of a sequence of finite graphs with edge lengths.
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4.3 Compact R-trees and the Gromov–Hausdorff metric

4.3.1 Unrooted R-trees

Definition 4.21. Let pT, dGHq be the metric space of isometry classes of com-
pact real trees equipped with the Gromov-Hausdorff metric.

Lemma 4.22. The set T of compact R-trees is a closed subset of the space of
compact metric spaces equipped with the Gromov-Hausdorff distance.

Proof. It suffices to note that the limit of a sequence in T is a geodesic space
and satisfies the four point condition. [\
Theorem 4.23. The metric space pT, dGHq is complete and separable.

Proof. We start by showing separability. Given a compact R-tree, T , and
ε ¡ 0, let Sε be a finite ε-net in T . Write Tε for the subtree of T spanned by
Sε, that is,

Tε :�
¤

x,yPSε

rx, ys and dTε
:� d

��
Tε
. (4.3)

Obviously, Tε is still an ε-net for T . Hence, dGHpTε, T q ¤ dHpTε, T q ¤ ε.
Now each Tε is just a “finite tree with edge lengths” and can clearly be

approximated arbitrarily closely in the dGH-metric by trees with the same tree
topology (that is, “shape”), and rational edge lengths. The set of isometry
types of finite trees with rational edge lengths is countable, and so pT, dGHq
is separable.

It remains to establish completeness. It suffices by Lemma 4.22 to show
that any Cauchy sequence in T converges to some compact metric space, or,
equivalently, any Cauchy sequence in T has a subsequence that converges to
some metric space.

Let pTnqnPN be a Cauchy sequence in T. By Theorem 4.18, a sufficient
condition for this sequence to have a subsequential limit is that for every
ε ¡ 0 there exists a positive number N � Npεq such that every Tn contains
an ε-net of cardinality N .

Fix ε ¡ 0 and n0 � n0pεq such that dGHpTm, Tnq   ε{2 for m,n ¥ n0.
Let Sn0 be a finite pε{2q-net for Tn0 of cardinality N . Then by (4.11) for
each n ¥ n0 there exists a correspondence <n between Tn0 and Tn such that
disp<nq   ε.

For each x P Tn0 , choose fnpxq P Tn such that px, fnpxqq P <n. Since for
any y P Tn with px, yq P <n, dTn

py, fnpxqq ¤ disp<nq, for all n ¥ n0, the set
fnpSn0q is an ε-net of cardinality N for Tn, n ¥ n0. [\

4.3.2 Trees with four leaves

The following result is elementary, but we include the proof because it includes
some formulae that will be useful later.
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Lemma 4.24. The isometry class of a compact R-tree tree pT, dq with four
leaves is uniquely determined by the distances between the leaves of T .

Proof. Let ta, b, c, du be the set of leaves of T . The tree T has one of four
possible shapes shown in Figure 4.4.

a b a c a d

e

f
(I) (II) (III)

c d b d b c

a c

(IV)

db

Fig. 4.4. The four leaf-labeled trees with four leaves

Consider case pIq, and let e be the uniquely determined branch point on
the tree that lies on the segments ra, bs and ra, cs, and f be the uniquely
determined branch point on the tree that lies on the segments rc, ds and ra, cs.
That is,

e :� Y pa, b, cq � Y pa, b, dq
and

f :� Y pc, d, aq � Y pc, d, bq.
Observe that
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dpa, eq � 1
2
pdpa, bq � dpa, cq � dpb, cqq � pb � cqa � pb � dqa

dpb, eq � 1
2
pdpa, bq � dpb, cq � dpa, cqq � pa � cqb � pa � dqb

dpc, fq � 1
2
pdpc, dq � dpa, cq � dpa, dqq � pd � aqc � pd � bqc

dpd, fq � 1
2
pdpc, dq � dpa, dq � dpa, cqq � pc � aqd � pc � bqd

dpe, fq � 1
2
pdpa, dq � dpb, cq � dpa, bq � dpc, dqq � pa � bqf � pc � dqe.

(4.4)

Similar observations for the other cases show that if we know the shape of
the tree, then we can determine its edge lengths from leaf-to-leaf distances.
Note also that

1
2
pdpa, cq � dpb, dq � dpa, bq � dpc, dqq

�
$&%¡ 0 for shape (I),
  0 for shape (II),
� 0 for shapes (III) and (IV)

(4.5)

This and analogous inequalities for the quantities that reconstruct the
length of the “internal” edge in shapes pIIq and pIIIq, respectively, show that
the shape of the tree can also be reconstructed from leaf-to-leaf distances. [\

4.3.3 Rooted R-trees

Definition 4.25. A rooted R-tree , pX, d, ρq, is a R-tree pX, dq with a dis-
tinguished point ρ P X that we call the root . It is helpful to use genealogical
terminology and think of ρ as a common ancestor and hpxq :� dpρ, xq as the
real-valued generation to which x P X belongs (hpxq is also called the height
of x).

We define a partial order ¤ on X by declaring that
 x ¤ y if x P rρ, ys, so that x is an ancestor of y.
Each pair x, y P X has a well-defined greatest common lower bound , x^y,

in this partial order that we think of as the most recent common ancestor of
x and y – see Figure 4.5.

Definition 4.26. Let Troot denote the collection of all root-invariant isometry
classes of rooted compact R-trees, where we define a root-invariant isometry
to be an isometry

ξ : pX1, dX1 , ρ1q Ñ pX2, dX2 , ρ2q with ξpρ1q � ρ2.

Define the rooted Gromov-Hausdorff distance ,
dGHrootppX1, ρ1q, pX2, ρ2qq, between two rooted R-trees pX1, ρ1q and pX2, ρ2q
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z
x

y

w

r

Fig. 4.5. A tree rooted at ρ. Here w ¤ x and w ¤ y and also z ¤ x and z ¤ y. The
greatest common lower bound of x and y is z.

as the infimum of dHpX 1
1, X

1
2q_dZpρ11, ρ12q over all rooted R-trees pX 1

1, ρ
1
1q and

pX 1
2, ρ

1
2q that are root-invariant isomorphic to pX1, ρ1q and pX2, ρ2q, respec-

tively, and that are (as unrooted trees) subspaces of a common metric space
pZ, dZq.
Lemma 4.27. For two rooted trees pX1, dX1 , ρ1q, and pX2, dX2 , ρ2q,

dGHrootppX1, dX1 , ρ1q, pX2, dX2 , ρ2qq � 1
2

inf
<root

disp<rootq, (4.6)

where now the infimum is taken over all correspondences <root between X1

and X2 with pρ1, ρ2q P <root.

Definition 4.28. Let pX1, ρ1q and pX2, ρ2q be two rooted compact R-trees,
and take ε ¡ 0. A map f is called a root-invariant ε-isometry from pX1, ρ1q
to pX2, ρ2q if fpρ1q � ρ2, dispfq   ε and fpX1q is an ε-net for X2.

Lemma 4.29. Let pX1, ρ1q and pX2, ρ2q be two rooted compact R-trees, and
take ε ¡ 0. Then the following hold.

(i) If dGHrootppX1, ρ1q, pX2, ρ2qq   ε, then there exists a root-invariant 2ε-
isometry from pX1, ρ1q to pX2, ρ2q.
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(ii)If there exists a root-invariant ε-isometry from pX1, ρ1q to pX2, ρ2q, then

dGHrootppX1, ρ1q, pX2, ρ2qq ¤ 3
2
ε.

Proof. (i) Let dGHrootppX1, ρ1q, pX2, ρ2qq   ε. By Lemma 4.27 there exists
a correspondence <root between X1 and X2 such that pρ1, ρ2q P <root and
disp<rootq   2ε.

Define f : X1 Ñ X2 by setting fpρ1q � ρ2, and choosing fpxq such that
px, fpxqq P <root for all x P X1ztρ1u.

Clearly, dispfq ¤ disp<rootq   2ε.
To see that fpX1q is a 2ε-net for X2, let x2 P X2, and choose x1 P X1 such

that px1, x2q P <root. Then dX2pfpx1q, x2q ¤ dX1px1, x1q � disp<rootq   2ε.
(ii) Let f be a root-invariant ε-isometry from pX1, ρ1q to pX2, ρ2q. Define

a correspondence <root
f � X1 �X2 by

<root
f :� tpx1, x2q : dX2px2, fpx1qq ¤ εu. (4.7)

Then pρ1, ρ2q P <root
f and <root

f is indeed a correspondence since fpX1q is a
ε-net for X2. If px1, x2q, py1, y2q P Rroot

f , then

|dX1px1, y1q � dX2px2, y2q| ¤ |dX2pfpx1q, fpy1qq � dX1px1, y1q|
� dX2px2, fpx1qq � dX2pfpx1q, y2q

  3ε.
(4.8)

Hence, disp<root
f q   3ε and, by (4.6),

dGHrootppX1, ρ1q, pX2, ρ2qq ¤ 3
2
ε.

[\
We need the following compactness criterion, that is the analogue of The-

orem 4.18 and can be proved the same way, noting that the analogue of
Lemma 4.22 holds for Troot.

Lemma 4.30. A subset T � Troot is relatively compact if and only if for
every ε ¡ 0 there exists a positive integer Npεq such that each T P T has an
ε-net with at most Npεq points.

Theorem 4.31. The metric space pTroot, dGHrootq is complete and separable.

Proof. The proof follows very much the same lines as that of Theorem 4.23.
The proof of separability is almost identical. The key step in establishing com-
pleteness is again to show that a Cauchy sequence in Troot has a subsequential
limit. This can be shown in the same manner as in the proof of Theorem 4.23,
with an appeal to Lemma 4.30 replacing one to Theorem 4.18. [\
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4.3.4 Rooted subtrees and trimming

A rooted subtree of a rooted R-tree pT, d, ρq P Troot is an element pT�, d�, ρ�q P
Troot that has a class representative that is a subspace of a class representative
of pT, d, ρq, with the two roots coincident. Equivalently, any class representa-
tive of pT�, d�, ρ�q can be isometrically embedded into any class representative
of pT, d, ρq via an isometry that maps roots to roots. We write T� ¨root T
and note that ¨root is a partial order on Troot.

For η ¡ 0 define Rη : Troot Ñ Troot to be the map that assigns to
pT, ρq P Troot the rooted subtree pRηpT q, ρq that consists of ρ and points
a P T for which the subtree

ST,a :� tx P T : a P rρ, xsu
(that is, the subtree above a) has height greater than or equal to η. Equiva-
lently,

RηpT q :� tx P T : D y P T such that x P rρ, ys, dT px, yq ¥ ηu Y tρu.
In particular, if T has height at most η, then RηpT q is just the trivial tree
consisting of the root ρ. See Figure 4.6 for an example of this construction.

Lemma 4.32. (i) The range of Rη consists of finite rooted trees (that is,
rooted compact R-trees with finitely many leaves).

(ii) The map Rη is continuous.
(iii) The family of maps pRηqη¡0 is a semigroup; that is,

Rη1 �Rη2 � Rη1�η2 for η1, η2 ¡ 0.

In particular,

Rη1pT q ¨root Rη2pT q for η1 ¥ η2 ¡ 0.

(iv) For any pT, ρq P Troot,

dGHrootppT, ρq, pRηpT q, ρqq ¤ dHpT,RηpT qq ¤ η,

where dH is the Hausdorff metric on compact subsets of T induced by the
metric ρ.

Lemma 4.33. Consider a sequence tTnunPN of representatives of isometry
classes of rooted compact trees in pT, dGHrootq with the following properties.

• Each set Tn is a subset of some common set U .
• Each tree Tn has the same root ρ P U .
• The sequence tTnunPN is nondecreasing, that is, T1 � T2 � � � � � U .
• Writing dn for the metric on Tn, for m   n the restriction of dn to Tm

coincides with dm, so that there is a well-defined metric on T :� �
nPN Tn

given by
dpa, bq � dnpa, bq, a, b P Tn.
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h

T

r

Fig. 4.6. Trimming a tree. The tree T consists of both the solid and dashed edges.
The η-trimming RηpT q consists of the solid edges and is composed of the points of
T that are distance at least η from some leaf of T .

• The sequence of subsets pTnqnPN is Cauchy in the Hausdorff distance with
respect to d.

Then the metric completion T̄ of T is a compact R-tree, and dHpTn, T̄ q Ñ 0 as
nÑ8, where the Hausdorff distance is computed with respect to the extension
of d to T̄ . In particular,

lim
nÑ8 dGHrootppTn, ρq, pT̄ , ρqq � 0.

4.3.5 Length measure on R-trees

Fix pT, d, ρq P Troot, and denote the Borel-σ-field on T by BpT q. Write

T o :�
¤
bPT

rρ, br (4.9)

for the skeleton of T .
Observe that if T 1 � T is a dense countable set, then (4.9) holds with T

replaced by T 1. In particular, T o P BpT q and BpT q��
T o � σptsa, br; a, b P T 1uq,

where
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BpT q��
T o :� tAX T o; A P BpT qu

Hence, there exists a unique σ-finite measure µ � µT on T , called length
measure , such that µpT zT oq � 0 and

µpsa, brq � dpa, bq, @ a, b P T. (4.10)

In particular, µ is the restriction to T o of one-dimensional Hausdorff mea-
sure on T .

Example 4.34. Recall from Examples 3.14 and 3.37 the construction of a
rooted R-tree pTe, dTeq from an excursion path e P U . We can identify the
length measure as follows. Given e P U ` and a ¥ 0, let

Ga :�
$&%t P r0, `s :

eptq � a and, for some ε ¡ 0,
epuq ¡ a for all u Pst, t� εr,

ept� εq � a.

,.- (4.11)

denote the countable set of starting points of excursions of the function e above
the level a. Then µTe , the length measure on Te, is just the push-forward of the
measure

³8
0

da
°

tPGa
δt by the quotient map. Alternatively – see Figure 4.7 –

write
Γe :� tps, aq : s Ps0, `r, a P r0, epsqru (4.12)

for the region between the time axis and the graph of e, and for ps, aq P Γe

denote by spe, s, aq :� suptr   s : eprq � au and s̄pe, s, aq :� inftt ¡ s : eptq �
au the start and finish of the excursion of e above level a that straddles time s.
Then µTe is the push-forward of the measure

³
Γe

dsbda 1
s̄pe,s,aq�spe,s,aqδspe,s,aq

by the quotient map. We note that the measure µTe appears in [1].

There is a simple recipe for the total length of a finite tree (that is, a tree
with finitely many leaves).

Lemma 4.35. Let pT, d, ρq P Troot and suppose that tx0, . . . , xnu � T spans
T , so that the root ρ and the leaves of T form a subset of tx0, . . . , xnu. Then
the total length of T (that is, the total mass of its length measure) is given by

dpx0, x1q �
ņ

k�2

©
0¤i j¤k�1

1
2
pdpxk, xiq � dpxk, xjq � dpxi, xjqq

� dpx0, x1q �
ņ

k�2

©
0¤i j¤k�1

pxi � xjqxk

– see Figure 4.8.
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0 1sr t u

e

Ge

a

Fig. 4.7. Various objects associated with an excursion e P U1. The set of starting
points of excursions of e above level a is Ga � tr, uu. The region between the graph
of e and the time axis is Γe. The start and finish of the excursion of e above level a
that straddles time s are spe, s, aq � r and s̄pe, s, aq � t.

Proof. This follows from the observation that the distance from the point xk

to the segment rxi, xjs is

1
2
pdpxk, xiq � dpxk, xjq � dpxi, xjqq � pxi � xjqxk

,

in the notation of Definition 3.7, and so the length of the segment connecting
xk, 2 ¤ k ¤ n, to the subtree spanned by x0, . . . , xk�1 is©

0¤i j¤k�1

1
2
pdpxk, xiq � dpxk, xjq � dpxi, xjqq .

[\
The formula of Lemma 4.35 can be used to establish the following result,

which implies that the function that sends a tree to its total length is lower
semi-continuous (and, therefore, Borel). We refer the reader to Lemma 7.3 of
[63] for the proof.

Lemma 4.36. For η ¡ 0, the map T ÞÑ µT pRηq (that is, the map that takes
a tree to the total length of its η-trimming) is continuous.
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x2
x1

x3y z

x0

Fig. 4.8. The construction of Lemma 4.35. The total length of the tree is dpx0, x1q�
dpx2, yq � dpx3, zq.

The following result, when combined with the compactness criterion
Lemma 4.30, gives an alternative necessary and sufficient condition for a sub-
set of Troot to be relatively compact (Corollary 4.38 below).

Lemma 4.37. Let T P Troot be such that µT pT q   8. For each ε ¡ 0 there
is an ε-net for T of cardinality at most��ε

2

	�1

µT pT q
� ��ε

2

	�1

µT pT q � 1
�
.

Proof. Note that an ε
2 -net for R ε

2
pT q will be an ε-net for T . The set T zR ε

2
pT qo

is the union of a collection disjoint subtrees. Each leaf of R ε
2
pT q belongs to

a unique such subtree, and the diameter of each such subtree is at least ε
2 .

(There may also be other subtrees in the collection that don’t contain leaves
of R ε

2
pT q.) Thus, the number of leaves of R ε

2
pT q is at most

�
ε
2

��1
µT pT q.

Enumerate the leaves of R ε
2
pT q as x0, x1, . . . , xn. Each segment rx0, xis, 1 ¤

i ¤ n, of R ε
2
pT q has an ε

2 -net of cardinality at most
�

ε
2

��1
dT px0, xiq � 1 ¤�

ε
2

��1
µT pT q � 1. Therefore, by taking the union of these nets, R ε

2
pT q has an

ε
2 -net of cardinality at most

��
ε
2

��1
µT pT q

� ��
ε
2

��1
µT pT q � 1

�
. [\
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Corollary 4.38. A subset T of pTroot, dGHrootq is relatively compact if and
only if for all ε ¡ 0,

suptµT pRεpT qq : T P T u   8.

Proof. The “only if” direction follows from continuity of T ÞÑ µT pRεpT qq
obtained in Lemma 4.36.

Conversely, suppose that the condition of the corollary holds. Given T P T ,
an ε-net for RεpT q is a 2ε-net for T . By Lemma 4.37, RεpT q has an ε-net of
cardinality at most��ε

2

	�1

µT pRεpT qq
� ��ε

2

	�1

µT pRεpT qq � 1
�
.

By assumption, the last quantity is uniformly bounded in T P T . Hence, the
set T is relatively compact by Lemma 4.30. [\

4.4 Weighted R-trees

A weighted R-tree is a R-tree pT, dq equipped with a probability measure ν on
the Borel σ-field BpT q. Write Twt for the space of weight-preserving isometry
classes of weighted compact R-trees, where we say that two weighted, compact
R-trees pX, d, νq and pX 1, d1, ν1q are weight-preserving isometric if there exists
an isometry φ between X and X 1 such that the push-forward of ν by φ is ν1:

ν1 � φ�ν :� ν � φ�1. (4.13)

It is clear that the property of being weight-preserving isometric is an equiv-
alence relation.

Example 4.39. Recall from Examples 3.14 and 3.37 the construction of a com-
pact R-tree from an excursion path e P U `. Such a R-tree has a canonical
weight, namely, the push-forward of normalized Lebesgue measure on r0, `s
by the quotient map that appears in the construction.

We want to equip Twt with a Gromov-Hausdorff type of distance that
incorporates the weights on the trees.

Lemma 4.40. Let pX, dXq and pY, dY q be two compact real trees such that
dGH

�pX, dXq, pY, dY q
�   ε for some ε ¡ 0. Then there exists a measurable

3ε-isometry from X to Y .

Proof. If dGH

�pX, dXq, pY, dY q
�   ε, then by Theorem 4.11 there exists a

correspondence < between X and Y such that disp<q   2ε. Since pX, dXq is
compact there exists a finite ε-net in X. We claim that for each such finite
ε-net SX,ε � tx1, ..., xNεu � X, any set SY,ε � ty1, ..., yNεu � Y such that
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pxi, yiq P < for all i P t1, 2, ..., Nεu is a 3ε-net in Y . To see this, fix y P Y . We
have to show the existence of i P t1, 2, ..., Nεu with dY pyi, yq   3ε. For that
choose x P X such that px, yq P <. Since SX,ε is an ε-net in X there exists an
i P t1, 2, ..., Nεu such that dXpxi, xq   ε. pxi, yiq P < implies, therefore, that
|dXpxi, xq � dY pyi, yq| ¤ disp<q   2ε. Hence, dY pyi, yq   3ε.

Furthermore, we may decompose X into Nε possibly empty measurable
disjoint subsets of X by letting X1,ε :� Bpx1, εq, X2,ε :� Bpx2, εqzX1,ε, and
so on, where Bpx, rq is the open ball tx1 P X : dXpx, x1q   ru. Then f defined
by fpxq � yi for x P Xi,ε is obviously a measurable 3ε-isometry from X to
Y . [\

We also need to recall the definition of the Prohorov distance between two
probability measures – see, for example, [57]. Given two probability measures
µ and ν on a metric space pX, dq with the corresponding collection of closed
sets denoted by C, the Prohorov distance between them is

dPpµ, νq :� inftε ¡ 0 : µpCq ¤ νpCεq � ε for all C P Cu,
where Cε :� tx P X : infyPC dpx, yq   εu. The Prohorov distance is a metric
on the collection of probability measures on X. The following result shows
that if we push measures forward with a map having a small distortion, then
Prohorov distances can’t increase too much.

Lemma 4.41. Suppose that pX, dXq and pY, dY q are two metric spaces, f :
X Ñ Y is a measurable map with dispfq ¤ ε, and µ and ν are two probability
measures on X. Then

dPpf�µ, f�νq ¤ dPpµ, νq � ε.

Proof. Suppose that dPpµ, νq   δ. By definition, µpCq ¤ νpCδq � δ for all
closed sets C P C. If D is a closed subset of Y , then

f�µpDq � µpf�1pDqq
¤ µpf�1pDqq
¤ νpf�1pDqδq � δ

� νpf�1pDqδq � δ.

Now x1 P f�1pDqδ means there is x2 P X such that dXpx1, x2q   δ and
fpx2q P D. By the assumption that dispfq ¤ ε, we have dY pfpx1q, fpx2qq  
δ � ε. Hence, fpx1q P Dδ�ε. Thus,

f�1pDqδ � f�1pDδ�εq
and we have

f�µpDq ¤ νpf�1pDδ�εqq � δ � f�νpDδ�εq � δ,

so that dPpf�µ, f�νq ¤ δ � ε, as required. [\
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We are now in a position to define the weighted Gromov-Hausdorff distance
between the two compact, weighted R-trees pX, dX , νXq and pY, dY , νY q. For
ε ¡ 0, set

F ε
X,Y :�  

measurable ε-isometries from X to Y
(
. (4.14)

Put

∆GHwtpX,Y q

:� inf

#
ε ¡ 0 :

there exist f P F ε
X,Y , g P F ε

Y,X such that
dPpf�νX , νY q ¤ ε, dPpνX , g�νY q ¤ ε

+
.

(4.15)

Note that the set on the right hand side is non-empty because X and Y are
compact, and, therefore, bounded. It will turn out that ∆GHwt satisfies all the
properties of a metric except the triangle inequality. To rectify this, let

dGHwtpX,Y q :� inf

#
n�1̧

i�1

∆GHwtpZi, Zi�1q 1
4

+
, (4.16)

where the infimum is taken over all finite sequences of compact, weighted
R-trees Z1, . . . Zn with Z1 � X and Zn � Y .

Lemma 4.42. The map dGHwt : Twt�Twt Ñ R� is a metric on Twt. More-
over,

1
2
∆GHwtpX,Y q 1

4 ¤ dGHwtpX,Y q ¤ ∆GHwtpX,Y q 1
4

for all X,Y P Twt.

Proof. It is immediate from (4.15) that the map ∆GHwt is symmetric.
We next claim that

∆GHwt

�pX, dX , νXq, pY, dY , νY q
� � 0, (4.17)

if and only if pX, dX , νXq and pY, dY , νY q are weight-preserving isometric.
The “if” direction is immediate. Note first for the converse that (4.17) implies
that for all ε ¡ 0 there exists an ε-isometry from X to Y , and, therefore, by
Corollary 4.13, dGH

�pX, dXq, pY, dY q
�   2ε. Thus, dGH

�pX, dXq, pY, dY q
� � 0,

and it follows from Theorem 4.14 that pX, dXq and pY, dY q are isometric.
Checking the proof of that result, we see that we can construct an isometry
f : X Ñ Y by taking any dense countable set S � X, any sequence of
functions pfnq such that fn is an εn-isometry with εn Ñ 0 as n Ñ 8, and
letting f be limk fnk

along any subsequence such that the limit exists for all
x P S (such a subsequence exists by the compactness of Y ). Therefore, fix
some dense subset S � X and suppose without loss of generality that we
have an isometry f : X Ñ Y given by fpxq � limnÑ8 fnpxq, x P S, where
fn P F εn

X,Y , dPpfn�νX , νY q ¤ εn, and limnÑ8 εn � 0. We will be done if we
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can show that f�νX � νY . If µX is a discrete measure with atoms belonging
to S, then

dPpf�νX , νY q ¤ lim sup
n

�
dPpfn�νX , νY q � dPpfn�µX , fn�νXq

� dPpf�µX , fn�µXq � dPpf�νX , f�µXq
�

¤ 2dPpµX , νXq,

(4.18)

where we have used Lemma 4.41 and the fact that limnÑ8 dPpf�µX , fn�µXq �
0 because of the pointwise convergence of fn to f on S. Because we can choose
µX so that dPpµX , νXq is arbitrarily small, we see that f�νX � νY , as required.

Now consider three spaces pX, dX , νXq, pY, dY , νY q, and pZ, dZ , νZq in Twt,
and constants ε, δ ¡ 0, such that ∆GHwt

�pX, dX , νXq, pY, dY , νY q
�   ε and

∆GHwt

�pY, dY , νY q, pZ, dZ , νZq
�   δ. Then there exist f P F ε

X,Y and g P F δ
Y,Z

such that dPpf�νX , νY q   ε and dPpg�νY , νZq   δ. Note that g � f P F ε�δ
X,Z .

Moreover, by Lemma 4.41

dPppg � fq�νX , νZq ¤ dPpg�νY , νZq � dPpg�f�νX , g�νY q   δ � ε� δ. (4.19)

This, and a similar argument with the roles of X and Z interchanged, shows
that

∆GHwtpX,Zq ¤ 2 r∆GHwtpX,Y q �∆GHwtpY,Zqs . (4.20)

The second inequality in the statement of the lemma is clear. In order to
see the first inequality, it suffices to show that for any Z1, . . . Zn we have

∆GHwtpZ1, Znq 1
4 ¤ 2

n�1̧

i�1

∆GHwtpZi, Zi�1q 1
4 . (4.21)

We will establish (4.21) by induction. The inequality certainly holds when
n � 2. Suppose it holds for 2, . . . , n� 1. Write S for the value of the sum on
the right hand side of (4.21). Put

k :� max

#
1 ¤ m ¤ n� 1 :

m�1̧

i�1

∆GHwtpZi, Zi�1q 1
4 ¤ S{2

+
. (4.22)

By the inductive hypothesis and the definition of k,

∆GHwtpZ1, Zkq 1
4 ¤ 2

k�1̧

i�1

∆GHwtpZi, Zi�1q 1
4 ¤ 2pS{2q � S. (4.23)

Of course,
∆GHwtpZk, Zk�1q 1

4 ¤ S (4.24)

By definition of k,
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ķ

i�1

∆GHwtpZi, Zi�1q 1
4 ¡ S{2,

so that once more by the inductive hypothesis,

∆GHwtpZk�1, Znq 1
4 ¤ 2

n�1̧

i�k�1

∆GHwtpZi, Zi�1q 1
4

� 2S � 2
ķ

i�1

∆GHwtpZi, Zi�1q 1
4

¤ S.

(4.25)

From (4.23), (4.24), (4.25) and two applications of (4.20) we have

∆GHwtpZ1, Znq 1
4 ¤ t4r∆GHwtpZ1, Zkq �∆GHwtpZk, Zk�1q

�∆GHwtpZk�1, Znqsu 1
4

¤ p4� 3� S4q 1
4

¤ 2S,

(4.26)

as required.
It is obvious by construction that dGHwt satisfies the triangle inequality.

The other properties of a metric follow from the corresponding properties we
have already established for ∆GHwt and the bounds in the statement of the
lemma that we have already established. [\

The procedure we used to construct the weighted Gromov-Hausdorff met-
ric dGHwt from the semi-metric ∆GHwt was adapted from a proof in [88] of the
celebrated result of Alexandroff and Urysohn on the metrizability of uniform
spaces. That proof was, in turn, adapted from earlier work of Frink and Bour-
baki. The choice of the power 1

4 is not particularly special, any sufficiently
small power would have worked.

Proposition 4.43. A subset D of pTwt, dGHwtq is relatively compact if and
only if the subset E :� tpT, dq : pT, d, νq P Du in pT, dGHq is relatively com-
pact.

Proof. The “only if” direction is clear. Assume for the converse that E is rel-
atively compact. Suppose that ppTn, dTn

, νTn
qqnPN is a sequence in D. By as-

sumption, ppTn, dTn
qqnPN has a subsequence converging to some point pT, dT q

of pT, dGHq. For ease of notation, we will renumber and also denote this sub-
sequence by ppTn, dTnqqnPN. For brevity, we will also omit specific mention of
the metric on a real tree when it is clear from the context.

By Proposition 4.15, for each ε ¡ 0 there is a finite ε-net T ε in T

and for each n P N a finite ε-net T ε
n :� txε,1

n , ..., x
ε,#T ε

n
n u in Tn such that
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dGHpT ε
n, T

εq Ñ 0 as n Ñ 8. Without loss of generality, we may assume
that #T ε

n � #T ε for all n P N. We may begin with the balls of radius ε
around each point of #T ε

n and decompose Tn into #T ε
n possibly empty, dis-

joint, measurable sets tT ε,1
n , ..., T ε,#T ε

n u of radius no greater than ε. Define
a measurable map fn : Tn Ñ T ε

n by fε
npxq � xε,i

n if x P T ε,i
n and let gε

n be
the inclusion map from T ε

n to Tn. By construction, fε
n and gε

n are ε-isometries.
Moreover, dP

�pgε
nq�pfε

nq�νn, νn

�   ε and, of course, dP

�pfε
nq�νn, pfε

nq�νn

� � 0.
Thus, ∆GHwt ppT ε

n, pfε
nq�νnq, pTn, νnqq ¤ ε. By similar reasoning, if we define

hε
n : T ε

n Ñ T ε by xε,i
n ÞÑ xε,i, then

∆GHwt ppT ε
n, pfε

nq�νnq, pT ε, phε
nq�νnqq Ñ 0

as n Ñ 8. Since T ε is finite, by passing to a subsequence (and relabeling as
before) we have limnÑ8 dP pphε

nq�νn, ν
εq � 0 for some probability measure νε

on T ε. Hence,

lim
nÑ8∆GHwt ppT ε, phε

nq�νnq, pT ε, νεqq � 0.

Therefore, by Lemma 4.42,

lim sup
nÑ8

dGHwt ppTn, νnq, pT ε, phε
nq�νnqq ¤ ε

1
4 .

Now, since pT, dT q is compact, the family of measures tνε : ε ¡ 0u
is relatively compact, and so there is a probability measure ν on T such
that νε converges to ν in the Prohorov distance along a subsequence ε Ó 0.
Hence, by arguments similar to the above, along the same subsequence
∆GHwtppT ε, νεq, pT, νqq converges to 0. Again applying Lemma 4.42, we have
that dGHwt ppT ε, νεq, pT, νqq converges to 0 along this subsequence.

Combining the foregoing, we see that by passing to a suitable subsequence
and relabeling, dGHwt ppTn, νnq, pT, νqq converges to 0, as required. [\
Theorem 4.44. The metric space pTwt, dGHwtq is complete and separable.

Proof. Separability follows readily from the separability of pT, dGHq and the
separability with respect to the Prohorov distance of the probability measures
on a fixed complete, separable metric space – see, for example, [57]) – and
Lemma 4.42.

It remains to establish completeness. By a standard argument, it suffices
to show that any Cauchy sequence in Twt has a convergent subsequence. Let
pTn, dTn , νnqnPN be a Cauchy sequence in Twt. Then pTn, dTnqnPN is a Cauchy
sequence in T by Lemma 4.42. By Theorem 1 in [63] there is a T P T such
that dGHpTn, T q Ñ 0, as n Ñ 8. In particular, the sequence pTn, dTn

qnPN is
relatively compact in T, and, therefore, by Proposition 4.43, pTn, dTn

, νnqnPN
is relatively compact in Twt. Thus, pTn, dTn

qnPN has a convergent subsequence,
as required. [\



5

Root growth with re-grafting

5.1 Background and motivation

Recall the special case of the tree-valued Markov chain that was used in the
proof of the Markov chain tree theorem, Theorem 2.1, when the underlying
Markov chain is the process on t1, 2, . . . , nu that picks a new state uniformly
at each stage.

Algorithm 5.1.

• Start with a rooted (combinatorial) tree on n labeled vertices t1, 2, . . . , nu.
• Pick a vertex v uniformly from

t1, 2, . . . , nuztcurrent rootu.
• Erase the edge leading from v towards the current root.
• Insert an edge from the current root to v and make v the new root.
• Repeat.

We know that this chain converges in distribution to the uniform distrib-
ution on rooted trees with n labeled vertices.

Imagine that we do the following.

• Start with a rooted subtree (that is, one with the same root as the “big”
tree).

• At each step of the chain, update the subtree by removing and adding
edges as they are removed and added in the big tree and adjoining the
new root of the big tree to the subtree if it isn’t in the current subtree.

The subtree will evolve via two mechanisms that we might call root growth and
re-grafting . Root growth occurs when the new root isn’t in the current subtree,
and so the new tree has an extra vertex, the new root, that is connected to
the old root by a new edge. Re-grafting occurs when the new root is in the
current subtree: it has the effect of severing the edge leading to a subtree of
the current subtree and re-attaching it to the current root by a new edge. See
Figure 5.1.
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Fig. 5.1. Root growth and re-graft moves. The big tree with n � 11 vertices consists
of the solid and dashed edges in all three diagrams. In the top diagram, the current
subtree has the solid edges and the vertices marked a, b, �. The vertices marked c
and # are in the big tree but not the current subtree. The big tree and the current
subtree are rooted at a. The bottom left diagram shows the result of a root growth
move: the vertex c now belongs to the new subtree, it is the root of the new big tree
and the new subtree, and is connected to the old root a by an edge. The vertices
marked # are not in the new subtree. The bottom right diagram shows the result
of a re-graft move: the vertex b is the root of the new big tree and the new subtree,
and it is connected to the old root a by an edge. The vertices marked c and # are
not in the new subtree.

Now consider what happens as n becomes large and we follow a rooted
subtree that originally has � ?

n vertices. Replace edges of length 1 with
edges of length 1?

n
and speed up time by

?
n.

In the limit as n Ñ 8, it seems reasonable that we have a R-tree-valued
process with the following root growth with re-grafting dynamics.

• The edge leading to the root of the evolving tree grows at unit speed.
• Cuts rain down on the tree at unit rate per length�time, and the subtree

above each cut is pruned off and re-attached at the root.

We will establish a closely related result in Section 5.4. Namely, we will
show that if we have a sequence of chains following the dynamics of Algo-
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rithm 5.1 such that the initial combinatorial tree of the nth chain re-scaled by?
n converges in the Gromov–Hausdorff distance to some compact R-tree, then

if we re-scale space and time by
?
n in the nth chain we get weak convergence

to a process with the root growth with re-grafting dynamics.
This latter result might seem counter-intuitive, because now we are work-

ing with the whole tree with n vertices rather than a subtree with � ?
n

vertices. However, the assumption that the initial condition scaled by
?
n

converges to some compact R-tree means that asymptotically most vertices
are close to the leaves and re-arranging the subtrees above such vertices has
a negligible effect in the limit.

Before we can establish such a convergence result, we need to show that
the root growth with re-grafting dynamics make sense even for compact trees
with infinite total length. Such trees are the sort that will typically arise in the
limit when we re-scale trees with n vertices by

?
n. This is not a trivial matter,

as the set of times at which cuts appear will be dense and so the intuitive
description of the dynamics does not make rigorous sense. See Theorem 5.5
for the details.

Given that the chain of Algorithm 5.1 converges at large times to the uni-
form rooted tree on n labeled vertices and that the uniform tree on n labeled
vertices converges after suitable re-scaling to the Brownian continuum ran-
dom tree as nÑ8, it seems reasonable that the root growth with re-grafting
process should converge at large times to the Brownian continuum random
tree and that the Brownian continuum random tree should be the unique sta-
tionary distribution. We establish that this is indeed the case in Section 5.3.
An important ingredient in the proofs of these facts will be Proposition 5.7,
which says that the root growth with re-grafting process started from the
trivial tree consisting of a single point is related to the Poisson line-breaking
construction of the Brownian continuum random tree in Section 2.5 in the
same manner that the chain of Algorithm 5.1 is related to Algorithm 2.4 for
generating uniform rooted labeled trees. This is, of course, what we should
expect, because the Poisson line-breaking construction arises as a limit of
Algorithm 2.4 when the number of vertices goes to infinity.

5.2 Construction of the root growth with re-grafting
process

5.2.1 Outline of the construction

• We want to construct a Troot-valued process X with the root growth and
re-grafting dynamics.

• Fix pT, d, ρq P Troot. This will be X0.
• We will construct simultaneously for each finite rooted subtree T� ¨root T

a process XT�

with XT�

0 � T� that evolves according to the root growth
with re-grafting dynamics.
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• We will carry out this construction in such a way that if T� and T�� are
two finite subtrees with T� ¨root T��, then XT�

t ¨root XT��

t and the
cut points for XT�

are those for XT��

that happen to fall on XT�

τ� for a
corresponding cut time τ of XT��

. Cut times τ for XT��

for which the
corresponding cut point does not fall on XT�

τ� are not cut times for XT�

.
• The tree pT, ρq is a rooted Gromov–Hausdorff limit of finite R-trees with

root ρ (indeed, any subtree of pT, ρq that is spanned by the union of a
finite ε-net and tρu is a finite R-tree that has rooted Gromov–Hausdorff
distance less than ε from pT, ρq).
In particular, pT, ρq is the “smallest” rooted compact R-tree that contains
all of the finite rooted subtrees of pT, ρq.

• Because of the consistent projective nature of the construction, we can
define Xt :� XT

t for t ¥ 0 as the “smallest” element of Troot that contains
XT�

t , for all finite trees T� ¨root T .

5.2.2 A deterministic construction

It will be convenient to work initially in a setting where the cut times and cut
points are fixed.

There are two types of cut points: those that occur at points that were
present in the initial tree T and those that occur at points that were added
due to subsequent root growth.

Accordingly, we consider two countable subsets π0 � R�� � T o and π �
tpt, xq P R�� � R�� : x ¤ tu. See Figure 5.2.

Assumption 5.2. Suppose that the sets π0 and π have the following proper-
ties.

(a) For all t0 ¡ 0, each of the sets π0 X ptt0u � T oq and πX ptt0u�s0, t0sq has
at most one point and at least one of these sets is empty.

(b) For all t0 ¡ 0 and all finite subtrees T 1 � T , the set π0 X ps0, t0s � T 1q is
finite.

(c) For all t0 ¡ 0, the set π X tpt, xq P R�� � R�� : x ¤ t ¤ t0u is finite.

Remark 5.3. Conditions (a)–(c) of Assumption 5.2 will hold almost surely if
π0 and π are realizations of Poisson point processes with respective intensities
λbµ and λbλ (where λ is Lebesgue measure), and it is this random mechanism
that we will introduce later to produce a stochastic process having the root
growth with re-grafting dynamics.

Consider a finite rooted subtree T� ¨root T . It will avoid annoying cir-
cumlocutions about equivalence via root-invariant isometries if we work with
particular class representatives for T� and T , and, moreover, suppose that T�

is embedded in T .
Put τ�0 :� 0, and let 0   τ�1   τ�2   . . . (the cut times for XT�

) be the
points of tt ¡ 0 : π0pttu � T�q ¡ 0u Y tt ¡ 0 : πpttu � R��q ¡ 0u.



5.2 Construction of the root growth with re-grafting process 73

p0

To

p

Fig. 5.2. The sets of points π0 and π

Step 1 (Root growth). At any time t ¥ 0, XT�

t as a set is given by the disjoint
union T�>s0, ts. For t ¡ 0, the root of XT�

t is the point ρt :� t Ps0, ts. The
metric dT�

t on XT�

t is defined inductively as follows.
Set dT�

0 to be the metric on XT�

0 � T�; that is, dT�

0 is the restriction of
d to T�. Suppose that dT�

t has been defined for 0 ¤ t ¤ τ�n . Define dT�

t for
τ�n   t   τ�n�1 by

dT�

t pa, bq :�

$'&'%
dτ�n

pa, bq, if a, b P XT�

τ�n
,

|b� a|, if a, b Psτ�n , ts,
|a� τ�n | � dτ�n

pρτ�n
, bq, if a Psτ�n , ts, b P XT�

τ�n
.

(5.1)

Step 2 (Re-Grafting). Note that the left-limit XT�

τ�n�1�
exists in the rooted

Gromov–Hausdorff metric. As a set this left-limit is the disjoint union

XT�

τ�n
>sτ�n , τ�n�1s � T�>s0, τ�n�1s,

and the corresponding metric dτ�n�1� is given by a prescription similar to (5.1).

Define the pn� 1qst cut point for XT�

by
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p�n�1 :�
#
a P T�, if π0ptpτ�n�1, aquq ¡ 0,
x Ps0, τ�n�1s, if πptpτ�n�1, xquq ¡ 0.

Let S�n�1 be the subtree above p�n�1 in XT�

τ�n�1�
, that is,

S�n�1 :� tb P XT�

τ�n�1�
: p�n�1 P rρτ�n�1�, br u. (5.2)

Define the metric dτ�n�1
by

dτ�n�1
pa, bq

:�

$''&''%
dτ�n�1�pa, bq, if a, b P S�n�1,

dτ�n�1�pa, bq, if a, b P XT�

τ�n�1
zS�n�1,

dτ�n�1�pa, ρτ�n�1
q � dτ�n�1�pp

�
n�1, bq, if a P XT�

τ�n�1
zS�n�1, b P S�n�1.

In other words XT�

τ�n�1
is obtained from XT�

τ�n�1�
by pruning off the subtree S�n�1

and re-attaching it to the root. See Figure 5.3.

S

T

r

Fig. 5.3. Pruning off the subtree S and regrafting it at the root ρ
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Now consider two other finite, rooted subtrees pT��, ρq and pT���, ρq of T
such that T� Y T�� � T��� (with induced metrics).

Build XT��

and XT���

from π0 and π in the same manner as XT�

(but
starting at T�� and T���). It is clear from the construction that:

• XT�

t and XT��

t are rooted subtrees of XT���

t for all t ¥ 0,
• the Hausdorff distance between XT�

t and XT��

t as subsets of XT���

t does
not depend on T���,

• the Hausdorff distance is constant between jumps of XT�

and XT��

(when
only root growth is occurring in both processes).

The following lemma shows that the Hausdorff distance between XT�

t and
XT��

t as subsets of XT���

t does not increase at jump times.

Lemma 5.4. Let T be a finite rooted tree with root ρ and metric d, and let
T 1 and T 2 be two rooted subtrees of T (both with the induced metrics and root
ρ). Fix p P T , and let S be the subtree in T above p (recall (5.2)). Define a
new metric d̂ on T by putting

d̂pa, bq :�

$'&'%
dpa, bq, if a, b P S,
dpa, bq, if a, b P T zS,
dpa, pq � dpρ, bq, if a P S, b P T zS.

Then the sets T 1 and T 2 are also subtrees of T equipped with the induced
metric d̂, and the Hausdorff distance between T 1 and T 2 with respect to d̂ is
not greater than that with respect to d.

Proof. Suppose that the Hausdorff distance between T 1 and T 2 under d is
less than some given ε ¡ 0. Given a P T 1, there then exists b P T 2 such that
dpa, bq   ε. Because dpa, a^ bq ¤ dpa, bq and a^ b P T 2, we may suppose (by
replacing b by a^ b if necessary) that b ¤ a.

We claim that d̂pa, cq   ε for some c P T 2. This and the analogous result
with the roles of T 1 and T 2 interchanged will establish the result.

If a, b P S or a, b P T zS, then d̂pa, bq � dpa, bq   ε. The only other
possibility is that a P S and b P T zS, in which case p P rb, as (for T equipped
with d). Then d̂pa, ρq � dpa, pq ¤ dpa, bq   ε, as required (because ρ P T 2).

[\
Now let T1 � T2 � � � � be an increasing sequence of finite subtrees of T

such that
�

nPN Tn is dense in T . Thus, limnÑ8 dHpTn, T q � 0.
Let X1, X2, . . . be constructed from π0 and π starting with T1, T2, . . ..

Applying Lemma 5.4 yields

lim
m,nÑ8 sup

t¥0
dGHrootpXm

t , X
n
t q � 0.

Hence, by completeness of Troot, there exists a càdlàg Troot-valued process X
such that X0 � T and
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lim
mÑ8 sup

t¥0
dGHrootpXm

t , Xtq � 0.

A priori, the process X could depend on the choice of the approximating
sequence of trees tTnunPN. To see that this is not so, consider two approxi-
mating sequences T 1

1 � T 1
2 � � � � and T 2

1 � T 2
2 � � � � .

For k P N, write T 3
n for the smallest rooted subtree of T that contains both

T 1
n and T 2

n . As a set, T 3
n � T 1

n Y T 2
n . Now let tpXn,i

t ut¥0qnPN for i � 1, 2, 3 be
the corresponding sequences of finite tree-value processes and let pX8,i

t qt¥0

for i � 1, 2, 3 be the corresponding limit processes. By Lemma 5.4,

dGHrootpXn,1
t , Xn,2

t q ¤ dGHrootpXn,1
t , Xn,3

t q � dGHrootpXn,2
t , Xn,3

t q
¤ dHpXn,1

t , Xn,3
t q � dHpXn,2

t , Xn,3
t q

¤ dHpT 1
n , T

3
nq � dHpT 2

n , T
3
nq

¤ dHpT 1
n , T q � dHpT 2

n , T q Ñ 0

(5.3)

as nÑ8.
Thus, for each t ¥ 0 the sequences tXn,1

t unPN and tXn,2
t unPN do indeed

have the same rooted Gromov–Hausdorff limit and the process X does not
depend on the choice of approximating sequence for the initial tree T .

5.2.3 Putting randomness into the construction

We constructed a Troot-valued function t ÞÑ Xt starting with a fixed triple
pT, π0, πq, where T P Troot and π0, π satisfy the conditions of Assumption 5.2.
We now want to think of X as a function of time and such triples.

Let Ω� be the set of triples pT, π0, πq, where T is a rooted compact R-
tree (that is, a class representative of an element of Troot) and π0, π satisfy
Assumption 5.2.

The root invariant isometry equivalence relation on rooted compact R-
trees extends naturally to an equivalence relation on Ω� by declaring that
two triples pT 1, π10, π1q and pT 2, π20 , π2q, where π10 � tpσ1i, x1iq : i P Nu and
π20 � tpσ2i , x2i q : i P Nu, are equivalent if there is a root invariant isometry f
mapping T 1 to T 2 and a permutation γ of N such that σ2i � σ1γpiq and x2i �
fpx1γpiqq for all i P N. Write Ω for the resulting quotient space of equivalence
classes. There is a natural measurable structure on Ω: we refer to [63] for the
details.

Given T P Troot, let PT be the probability measure on Ω defined by the
following requirements.

• The measure PT assigns all of its mass to the set tpT 1, π10, π1q P Ω : T 1 �
T u.

• Under PT , the random variable pT 1, π10, π1q ÞÑ π10 is a Poisson point process
on the set R�� � T o with intensity λb µ, where µ is the length measure
on T .
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• Under PT , the random variable pT 1, π10, π1q ÞÑ π1 is a Poisson point process
on the set tpt, xq P R�� � R�� : x ¤ tu with intensity λb λ restricted to
this set.

• The random variables pT 1, π10, π1q ÞÑ π10 and pT 1, π10, π1q ÞÑ π1 are indepen-
dent under PT .

Of course, the random variable pT 1, π10, π1q ÞÑ π10 takes values in a space
of equivalence classes of countable sets rather than a space of sets per se, so,
more formally, this random variable has the law of the image of a Poisson
process on an arbitrary class representative under the appropriate quotient
map.

For t ¥ 0, g a bounded Borel function on Troot, and T P Troot, set

PtgpT q :� PT rgpXtqs. (5.4)

With a slight abuse of notation, let R̃η for η ¡ 0 also denote the map from
Ω into Ω that sends pT, π0, πq to pRηpT q, π0 X pR�� � pRηpT qqoq, πq.
Theorem 5.5. (i) If T P Troot is finite, then pXtqt¥0 under PT is a Markov

process that evolves via the root growth with re-grafting dynamics on finite
trees.

(ii) For all η ¡ 0 and T P Troot, the law of pXt � R̃ηqt¥0 under PT coincides
with the law of pXtqt¥0 under PRηpT q.

(iii) For all T P Troot, the law of pXtqt¥0 under PRηpT q converges as η Ó 0
to that of pXtqt¥0 under PT (in the sense of convergence of laws on the
space of càdlàg Troot-valued paths equipped with the Skorohod topology).

(iv) For g P bBpTrootq, the map pt, T q ÞÑ PtgpT q is BpR�q � BpTrootq-
measurable.

(v) The process pXt,PT q is strong Markov and has transition semigroup
pPtqt¥0.

Proof. (i) This is clear from the definition of the root growth and re-grafting
dynamics.

(ii) It is enough to check that the push-forward of the probability measure
PT under the map Rη : Ω Ñ Ω is the measure PRηpT q.

This, however, follows from the observation that the restriction of length
measure on a tree to a subtree is just length measure on the subtree.

(iii) This is immediate from part (ii) and part (iv) of Lemma 4.32. Indeed,
we have that

sup
t¥0

dGHrootpXt, Xt � R̃ηq ¤ dHpT,RηpT qq ¤ η.

(iv) By a monotone class argument, it is enough to consider the case where
the test function g is continuous. It follows from part (iii) that PtgpRηpT qq
converges pointwise to PtgpT q as η Ó 0, and it is not difficult to show using
Lemma 4.32 and part (i) that pt, T q ÞÑ PtgpRηpT qq is BpR�q � BpTrootq-
measurable, but we omit the details.
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(v) By construction and Lemma 4.33, we have for t ¥ 0 and pT, π0, πq P Ω
that, as a set, Xo

t pT, π0, πq is the disjoint union T o>s0, ts.
Put

θtpT, π0, πq
:�

�
XtpT, π0, πq, tps, xq P R�� � T o : pt� s, xq P π0u,

tps, xq P R�� � R�� : pt� s, t� xq P πu
	

�
�
XtpT, π0, πq, tps, xq P R�� �Xo

t pT, π0, πq : pt� s, xq P π0u,

tps, xq P R�� � R�� : pt� s, t� xq P πu
	
.

Thus, θt maps Ω into Ω. Note that Xs � θt � Xs�t and that θs � θt � θs�t,
that is, the family pθtqt¥0 is a semigroup.

Fix t ¥ 0 and pT, π0, πq P Ω. Write µ1 for the measure on T o>s0, ts that
restricts to length measure on T o and to Lebesgue measure on s0, ts. Write µ2

for the length measure on Xo
t pT, π0, πq.

The strong Markov property will follow from a standard strong Markov
property for Poisson processes if we can show that µ1 � µ2.

This equality is clear from the construction if T is finite: the tree
XtpT, π0, πq is produced from the tree T and the set s0, ts by a finite number
of dissections and rearrangements.

The equality for general T follows from the construction and Lemma 4.33.
[\

5.2.4 Feller property

The proof of Theorem 5.5 depended on an argument that showed that if
we have two finite subtrees of a given tree that are close in the Gromov–
Hausdorff distance, then the resulting root growth with re-grafting processes
can be coupled together on the same probability space so that they stay close
together. It is believable that if we start the root growth with re-grafting
process with any two trees that are close together (whether or not they are
finite or subtrees of of a common tree), then the resulting processes will be
close in some sense. The following result, which implies that the measure
induced by the root growth with re-grafting process on path space is weakly
continuous in the starting state with respect to the Skorohod topology on path
space can be established by a considerably more intricate coupling argument:
we refer to [63] for the details.

Proposition 5.6. If the function f : Troot Ñ R is continuous and bounded,
then the function Ptf is also continuous and bounded for each t ¥ 0.
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5.3 Ergodicity, recurrence, and uniqueness

5.3.1 Brownian CRT and root growth with re-grafting

Recall that Algorithm 2.4 for generating uniform rooted tree on n labeled
vertices was derived from Algorithm 5.1, the tree-valued Markov chain ap-
pearing in the proof of the Markov chain tree theorem that has the uniform
rooted tree on n labeled vertices as its stationary distribution. Recall also
that the Poisson line-breaking construction of the Brownian continuum ran-
dom tree in Section 2.5 is an asymptotic version of Algorithm 2.4, whilst the
root growth with re-grafting process was motivated as an asymptotic version
of Algorithm 5.1. Therefore, it seems reasonable that there should be a con-
nection between the Poisson line-breaking construction and the root growth
with re-grafting process. We establish the connection in this subsection.

Let us first present the Poisson line-breaking construction in a more “dy-
namic” way that will make the comparison with the root growth with re-
grafting process a little more transparent.

• Write τ1, τ2, . . . for the successive arrival times of an inhomogeneous Pois-
son process with arrival rate t at time t ¥ 0. Call τn the nth cut time
.

• Start at time 0 with the 1-tree (that is a line segment with two ends), R0,
of length zero (R0 is “really” the trivial tree that consists of one point
only, but thinking this way helps visualize the dynamics more clearly for
this semi-formal description). Identify one end of R0 as the root.

• Let this line segment grow at unit speed until the first cut time τ1.
• At time τ1 pick a point uniformly on the segment that has been grown so

far. Call this point the first cut point .
• Between time τ1 and time τ2, evolve a tree with 3 ends by letting a new

branch growing away from the first cut point at unit speed.
• Proceed inductively: Given the n-tree (that is, a tree with n � 1 ends),

Rτn�, pick the n-th cut point uniformly on Rτn� to give an n � 1-tree,
Rτn

, with one edge of length zero, and for t P rτn, τn�1r, let Rt be the tree
obtained from Rτn

by letting a branch grow away from the nth cut point
with unit speed.

The tree Rτn� is nth step of the Poisson line-breaking construction, and
the Brownian CRT is the limit of the increasing family of rooted finite trees
pRtqt¥0.

We will now use the ingredients appearing in the construction of R to
construct a version of the root growth with re-grafting process started at the
trivial tree.

• Let τ1, τ2, . . . be as in the construction of the R.
• Start with the 1-tree (with one end identified as the root and the other as

a leaf), T0, of length zero.
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• Let this segment grow at unit speed on the time interval r0, τ1r, and for
t P r0, τ1r let Tt be the rooted 1-tree that has its points labeled by the
interval r0, ts in such a way that the root is t and the leaf is 0.

• At time τ1 sample the first cut point uniformly along the tree Tτ1�, prune
off the piece of Tτ1� that is above the cut point (that is, prune off the
interval of points that are further away from the root t than the first cut
point).

• Re-graft the pruned segment such that its cut end and the root are glued
together. Just as we thought of T0 as a tree with two points, (a leaf and
a root) connected by an edge of length zero, we take Tτ1 to be the the
rooted 2-tree obtained by “ramifying” the root Tτ1� into two points (one
of which we keep as the root) that are joined by an edge of length zero.

• Proceed inductively: Given the labeled and rooted n-tree, Tτn�1 , for t P
rτn�1, τnr, let Tt be obtained by letting the edge containing the root grow
at unit speed so that the points in Tt correspond to the points in the
interval r0, ts with t as the root. At time τn, the nth cut point is sampled
randomly along the edges of the n-tree, Tτn�, and the subtree above the
cut point (that is the subtree of points further away from the root than
the cut point) is pruned off and re-grafted so that its cut end and the root
are glued together. The root is then “ramified” as above to give an edge
of length zero leading from the root to the rest of the tree.

Let pRtqt¥0, pTtqt¥0, and tτnunPN be as above. Note that pTtqt¥0 has the
same law as pXtqt¥0 under PT0 , where T0 is the trivial tree.

Proposition 5.7. The two random finite rooted trees Rτn� and Tτn� have
the same distribution for all n P N.

Proof. Let Rn denote the object obtained by taking the rooted finite tree with
edge lengths Rτn� and labeling the leaves with 1, . . . , n, in the order that
they are added in Aldous’s construction. Let Tn be derived similarly from the
rooted finite tree with edge lengths Tτn�, by labeling the leaves with 1, . . . , n
in the order that they appear in the root growth with re-grafting construction.
It will suffice to show that Rn and Tn have the same distribution. Note that
both Rn and Tn are rooted bifurcating trees with n labeled leaves and edge
lengths. Such a tree Sn is uniquely specified by its shape , denoted shapepSnq,
that is a rooted, bifurcating, leaf-labeled combinatorial tree, and by the list
of its p2n� 1q edge lengths in a canonical order determined by its shape, say

lengthspSnq :� plengthpSn, 1q, . . . , lengthpSn, 2n� 1qq,

where the edge lengths are listed in order of traversal of edges by first working
along the path from the root to leaf 1, then along the path joining that path
to leaf 2, and so on.

Recall that τn is the nth point of a Poisson process on R�� with rate
t dt. We construct Rn and Tn on the same probability space using cuts at
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points Uiτi, 1 ¤ i ¤ n � 1, where U1, U2, . . . is a sequence of independent
random variables uniformly distributed on the interval s0, 1s and independent
of the sequence tτnunPN. Then, by construction, the common collection of edge
lengths of Rn and of Tn is the collection of lengths of the 2n� 1 subintervals
of s0, τns obtained by cutting this interval at the 2n� 2 points

tXpnq
i : 1 ¤ i ¤ 2n� 2u :�

n�1¤
i�1

tUiτi, τiu

where the Xpnq
i are indexed to increase in i for each fixed n. Let Xpnq

0 :� 0
and X

pnq
2n�1 :� τn. Then

lengthpRn, iq � X
pnq
i �X

pnq
i�1, 1 ¤ i ¤ 2n� 1, (5.5)

lengthpTn, iq � lengthpRn, σn,iq, 1 ¤ i ¤ 2n� 1, (5.6)

for some almost surely unique random indices σn,i P t1, . . . 2n� 1u such that
i ÞÑ σn,i is almost surely a permutation of t1, . . . 2n � 1u. According to [10,
Lemma 21], the distribution of Rn may be characterized as follows:

(i) the sequence lengthspRnq is exchangeable, with the same distribution
as the sequence of lengths of subintervals obtained by cutting s0, τns at
2n� 2 uniformly chosen points tUiτn : 1 ¤ i ¤ 2n� 2u;

(ii) shapepRnq is uniformly distributed on the set of all 1�3�5�� � ��p2n�3q
possible shapes;

(iii) lengthspRnq and shapepRnq are independent.

In view of this characterization and (5.6), to show that Tn has the same
distribution as Rn it is enough to show that

(a) the random permutation ti ÞÑ σn,i : 1 ¤ i ¤ 2n � 1u is a function of
shapepTnq;

(b) shapepTnq � ΨnpshapepRnqq for some bijective map Ψn from the set of all
possible shapes to itself.

This is trivial for n � 1, so we assume below that n ¥ 2. Before proving (a)
and (b), we recall that (ii) above involves a natural bijection

pI1, . . . , In�1q Ø shapepRnq (5.7)

where In�1 P t1, . . . , 2n� 3u is the unique i such that

Un�1τn�1 P pXpn�1q
i�1 , X

pn�1q
i q.

Hence, In�1 is the index in the canonical ordering of edges of Rn�1 of the
edge that is cut in the transformation from Rn�1 to Rn by attachment of
an additional edge, of length τn � τn�1, connecting the cut-point to leaf n.
Thus, (ii) and (iii) above correspond via (5.7) to the facts that I1, . . . , In�1
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are independent and uniformly distributed over their ranges, and independent
of lengthspRnq. These facts can be checked directly from the construction of
tRnunPN from tτnunPN and tUnunPN using standard facts about uniform order
statistics.

Now (a) and (b) follow from (5.7) and another bijection

pI1, . . . , In�1q Ø shapepTnq (5.8)

where each possible value i of Im is identified with edge σm,i in the canon-
ical ordering of edges of Tm. This is the edge of Tm whose length equals
lengthpRm, iq. The bijection (5.8), and the fact that σn,i depends only on
shapepTnq, will now be established by induction on n ¥ 2. For n � 2 the
claim is obvious. Suppose for some n ¥ 3 that the correspondence between
pI1, . . . , In�2q and shapepTn�1q has been established, and that the length of
edge σn�1,i in the canonical ordering of edges of Tn�1 is equals the length of
the ith edge in the canonical ordering of edges of Rn�1, for some σn�1,i that
is a function of i and shapepTn�1q. According to the construction of Tn, if
In�1 � i then Tn is derived from Tn�1 by splitting Tn�1 into two branches at
some point along edge σn�1,i in the canonical ordering of the edges of Tn�1,
and forming a new tree from the two branches and an extra segment of length
τn � τn�1. Clearly, shapepTnq is determined by shapepTn�1q and In�1, and in
the canonical ordering of the edge lengths of Tn the length of the ith edge
equals the length of the edge σn,i of Rn, for some σn,i that is a function of
shapepTn�1q and In�1, and, therefore, a function of shapepTnq. To complete
the proof, it is enough by the inductive hypothesis to show that the map

pshapepTn�1q, In�1q Ñ shapepTnq

just described is invertible. But shapepTn�1q and In�1 can be recovered from
shapepTnq by the following sequence of moves:

• delete the edge attached to the root of shapepTnq
• split the remaining tree into its two branches leading away from the inter-

nal node to which the deleted edge was attached;
• re-attach the bottom end of the branch not containing leaf n to leaf n on

the other branch, joining the two incident edges to form a single edge;
• the resulting shape is shapepTn�1q, and In�1 is the index such that the

joined edge in shapepTn�1q is the edge σn�1,In�1 in the canonical ordering
of edges on shapepTn�1q.

[\

5.3.2 Coupling

Lemma 5.8. For any pT, d, ρq P Troot we can build on the same probability
space two Troot-valued processes X 1 and X2 such that:
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• X 1 has the law of X under PT0 , where T0 is the trivial tree consisting of
just the root,

• X2 has the law of X under PT ,
• for all t ¥ 0,

dGHrootpX 1
t, X

2
t q ¤ dGHrootpT0, T q � suptdpρ, xq : x P T u (5.9)

•
lim
tÑ8 dGHrootpX 1

t, X
2
t q � 0, almost surely. (5.10)

Proof. The proof follows almost immediately from construction of X and
Lemma 5.4. The only point requiring some comment is (5.10).

For that it will be enough to show for any ε ¡ 0 that for PT -a.e. pT, π0, πq P
Ω there exists t ¡ 0 such that the projection of π0Xps0, ts �T oq onto T is an
ε-net for T .

Note that the projection of π0 X ps0, ts � T oq onto T is a Poisson process
under PT with intensity tµ, where µ is the length measure on T . Moreover, T
can be covered by a finite collection of ε-balls, each with positive µ-measure.

Therefore, the PT -probability of the set of pT, π0, πq P Ω such that the
projection of π0 X ps0, ts � T oq onto T is an ε-net for T increases as tÑ8 to
1. [\

5.3.3 Convergence to equilibrium

Proposition 5.9. For any T P Troot, the law of Xt under PT converges
weakly to that of the Brownian CRT as tÑ8.

Proof. It suffices by Lemma 5.8 to consider the case where T is the trivial
tree.

We saw in the Proposition 5.7 that, in the notation of that result, Tτn�
has the same distribution as Rτn�.

Moreover, Rt converges in distribution to the continuum random tree as
t Ñ 8 if we use Aldous’s metric on trees that comes from thinking of them
as closed subsets of `1 with the root at the origin and equipped with the
Hausdorff distance.

By construction, pTtqt¥0 has the root growth with re-grafting dynamics
started at the trivial tree. Clearly, the rooted Gromov–Hausdorff distance
between Tt and Tτn�1� is at most τn�1 � τn for τn ¤ t   τn�1.

It remains to observe that τn�1 � τn Ñ 0 in probability as nÑ8. [\

5.3.4 Recurrence

Proposition 5.10. Consider a non-empty open set U � Troot. For each T P
Troot,

PT tfor all s ¥ 0, there exists t ¡ s such that Xt P Uu � 1. (5.11)
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Proof. It is straightforward, but notationally rather tedious, to show that if
B1 � Troot is any ball and T0 is the trivial tree, then

PT0tXt P B1u ¡ 0 (5.12)

for all t sufficiently large.
Thus, for any ball B1 � Troot there is, by Lemma 5.8, a ball B2 � Troot

containing the trivial tree such that

inf
TPB2

PT tXt P B1u ¡ 0 (5.13)

for each t sufficiently large.
By a standard application of the Markov property, it therefore suffices to

show for each T P Troot and each ball B2 around the trivial tree that

PT tthere exists t ¡ 0 such that Xt P B2u � 1. (5.14)

By another standard application of the Markov property, equation (5.14)
will follow if we can show that there is a constant p ¡ 0 depending on B2

such that for any T P Troot

lim inf
tÑ8 PT tXt P B2u ¡ p.

This, however, follows from Proposition 5.9 and the observation that for
any ε ¡ 0 the law of the Brownian CRT assigns positive mass to the set of
trees with height less than ε: this is just the observation that the law of the
Brownian excursion assigns positive mass to the set of excursion paths with
maximum less that ε{2. [\

5.3.5 Uniqueness of the stationary distribution

Proposition 5.11. The law of the Brownian CRT is the unique stationary
distribution for X. That is, if ξ is the law of the CRT, then»

ξpdT qPtfpT q �
»
ξpdT qfpT q

for all t ¥ 0 and f P bBpTrootq, and ξ is the unique probability measure on
Troot with this property.

Proof. This is a standard argument given Proposition 5.9 and the Feller prop-
erty for the semigroup pPtqt¥0 established in Proposition 5.6, but we include
the details for completeness.

Consider a test function f : Troot Ñ R that is continuous and bounded.
By Proposition 5.6, the function Ptf is also continuous and bounded for each
t ¥ 0.

Therefore, by Proposition 5.9,
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ξpdT qfpT q � lim

sÑ8

»
ξpdT qPsfpT q � lim

sÑ8

»
ξpdT qPs�tfpT q

� lim
sÑ8

»
ξpdT qPspPtfqpT q �

»
ξpdT qPtfpT q

(5.15)

for each t ¥ 0. Hence, ξ is stationary.
Moreover, if ζ is a stationary measure, then»

ζpdT qfpT q �
»
ζpdT qPtfpT q

Ñ
»
ζpdT q

�»
ξpdT qfpT q



�

»
ξpdT qfpT q,

(5.16)

and ζ � ξ, as claimed. [\

5.4 Convergence of the Markov chain tree algorithm

We would like to show that Algorithm 5.1 converges to a process having the
root growth with re-grafting dynamics after suitable re-scaling of time and
edge lengths of the evolving tree. It will be more convenient for us to work
with the continuous time version of the algorithm in which the transitions are
made at the arrival times of an independent Poisson process with rate 1.

The continuous time version of Algorithm 5.1 involves a labeled combina-
torial tree, but, by symmetry, if we don’t record the labeling and associate
rooted labeled combinatorial trees with rooted compact real trees having edges
that are line segments with length 1, then the resulting process will still be
Markovian.

It will be convenient to use the following notation for re-scaling the dis-
tances in a R-tree: T � pT, d, ρq is a rooted compact real tree and c ¡ 0, we
write cT for the tree pT, c d, ρq (that is, cT � T as sets and the roots are the
same, but the metric is re-scaled by c).

Proposition 5.12. Let Y n � pY n
t qt¥0 be a sequence of Markov processes

that take values in the space of rooted compact real trees with integer edge
lengths and evolve according to the dynamics associated with the continuous-
time version of Algorithm 5.1. Suppose that each tree Y n

0 is non-random with
total branch length Nn, that Nn converges to infinity as n Ñ 8, and that
N
�1{2
n Y n

0 converges in the rooted Gromov–Hausdorff metric to some rooted
compact real tree T as n Ñ 8. Then, in the sense of weak convergence of
processes on the space of càdlàg paths equipped with the Skorohod topology,
pN�1{2

n Y npN1{2
n tqqt¥0 converges as nÑ8 to the root growth with re-grafting

process X under PT .

Proof. Define Zn � pZn
t qt¥0 by

Zn
t :� N�1{2

n Y npN1{2
n tq.

For η ¡ 0, let Zη,n be the Troot-valued process constructed as follows.
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• Set Zη,n
0 � Rηn

pZn
0 q, where ηn :� N

�1{2
n tN

1{2
n ηu.

• The value of Zη,n is unchanged between jump times of pZn
t qt¥0.

• At a jump time τ for pZn
t qt¥0, the tree Zη,n

τ is the subtree of Zn
τ spanned

by Zη,n
τ� and the root of Zn

τ .

An argument similar to that in the proof of Lemma 5.4 shows that

sup
t¥0

dHpZn
t , Z

η,n
t q ¤ ηn,

and so it suffices to show that Zη,n converges weakly as n Ñ 8 to X under
PRηpT q.

Note that Zη,n
0 converges to RηpT q as n Ñ 8. Moreover, if Λ is the map

that sends a tree to its total length (that is, the total mass of its length
measure), then limnÑ8 ΛpZη,n

0 q � Λ �RηpT q   8 by Lemma 4.36 below.
The pure jump process Zη,n is clearly Markovian. If it is in a state pT 1, ρ1q,

then it jumps with the following rates.

• With rate N1{2
n pN1{2

n ΛpT 1qq{Nn � ΛpT 1q, one of the N1{2
n ΛpT 1q points in

T 1 that are at distance a positive integer multiple of N�1{2
n from the root ρ1

is chosen uniformly at random and the subtree above this point is joined to
ρ1 by an edge of length N�1{2

n . The chosen point becomes the new root and
a segment of length N

�1{2
n that previously led from the new root toward

ρ1 is erased. Such a transition results in a tree with the same total length
as T 1.

• With rate N1{2
n �ΛpT 1q, a new root not present in T 1 is attached to ρ1 by an

edge of length N�1{2
n . This results in a tree with total length ΛpT 1q�N�1{2

n .

It is clear that these dynamics converge to those of the root growth with re-
grafting process, with the first class of transitions leading to re-graftings in
the limit and the second class leading to root growth. [\
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The wild chain and other bipartite chains

6.1 Background

The wild chain was introduced informally in Chapter 1. We will now describe
it more precisely.

The state space of the wild chain is the set T� consisting of rooted R-trees
such that each edge has length 1, each vertex has finite degree, and if the tree
is infinite there is a single infinite length path from the root. Let µ denote the
PGWp1q measure (that is, the distribution of the Galton–Watson tree with
mean 1 Poisson offspring distribution) on the set T 8 of finite trees in T�, and
let ν denote the distribution of a PGWp1q tree “conditioned to be infinite”.
It is well-known that ν is concentrated on the set T�

8 :� T�zT 8 consisting
of infinite trees with a single infinite path from the root. A realization of ν
may be constructed by taking a semi-infinite path, thought of as infinitely
many vertices connected by edges of length 1 and appending independent
realizations of µ at each vertex. When started in a finite tree from T 8, at
rate one for each vertex the wild chain attaches that vertex by an edge to
the root of a realization of ν. Conversely (and somewhat heuristically), when
started in an infinite tree from T�

8, at rate one for each vertex the wild chain
prunes off and discards the infinite subtree above that vertex, leaving a finite
tree.

The set of times when the state of the wild chain is an infinite tree has
Lebesgue measure zero, but it is the uncountable set of points of increase of a
continuous additive functional (so that it looks qualitatively like the zero set
of a Brownian motion).

The aim of this chapter is to use Dirichlet form methods to construct
and study a general class of symmetric Markov processes on a generic totally
disconnected state space. Specializing this construction leads to a class of
processes that we call bipartite chains . This class contains the wild chain as
a special case.

In general, we take the state space of the processes we construct to be a
Lusin space E such that there exists a countable algebra R of simultaneously
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closed and open subsets of E that is a base for the topology of E. Note that E
is indeed totally disconnected – see Theorem 33.B of [129]. Conversely, if E is
any totally disconnected compact metric space, then there exists a collection
R with the required properties – see Theorem 2.94 of [85].

The following are two instances of such spaces. More examples, includ-
ing an arbitrary local field and the compactification of an infinite tree, are
described in Section 6.2.

Example 6.1. Let E be N̄ :� NYt8u, the usual one–point compactification of
the positive integers N :� t1, 2, . . .u. Equip E with the usual total order and
let R be the algebra generated by sets of the form ty : x ¤ yu, x P N. That
is, R consists of finite subsets of N and sets that contain a subset of the form
tz, z � 1, z � 2, . . . ,8u for z P N.

Example 6.2. Let E be the collection T¤8 of rooted trees with every vertex
having finite degree. Write T¤n for the subset of T¤8 consisting of trees
with height at most n. For m ¡ n, there is a natural projection map from
ρmn : T¤m Ñ T¤n that throws away vertices of height greater than n and
the edges leading to them. We can identify T¤8 with the projective limit of
this projective system and give it the corresponding projective limit topology
(each T¤n is given the discrete topology), so that T¤8 is Polish. Equip T¤8
with the inclusion partial order (that is, x ¤ y if x is a sub–tree of y). Let R be
the algebra generated by sets of the form ty : x ¤ yu, x P T 8 :� �

n T¤n.
Equivalently, if ρn : T¤8 Ñ T¤n is the projection map that throws away
vertices of height greater than n and the edges leading to them, then R is
the collection of sets of the form ρ�1

n pBq for finite or co-finite B � T¤n, as n
ranges over N.

Our main existence result is the following. We prove it in Section 6.3.
Appendix A contains a summary of the relevant Dirichlet form theory.

Notation 6.3. Denote by C the subalgebra of bCpEq (:� continuous bounded
functions on E) generated by the indicator functions of sets in R.

Theorem 6.4. Consider two probability measures µ and ν on E and a non-
negative Borel function κ on E � E. Define a σ-finite measure Λ on E � E
by Λpdx, dyq :� κpx, yqµpdxqνpdyq. Suppose that the following hold:

(a) the closed support of the measure µ is E;
(b) ΛprpEzRq �Rs Y rR� pEzRqsq   8 for all R P R;
(c)

³
κpx, yqµpdxq � 8 for νs-a.e. y, where νs is the singular component in

the Lebesgue decomposition of ν with respect to µ;
(d) there exists a sequence pRnqnPN of sets in R such that

�8
m�nRm is compact

for all n,
°

nPN µpEzRnq   8, and¸
nPN

ΛprpEzRnq �Rns Y rRn � pEzRnqsq   8.
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Then there is a recurrent µ-symmetric Hunt process X � pXt,Pxq on E whose
Dirichlet form is the closure of the form E on C defined by

Epf, gq �
¼
pfpyq � fpxqqpgpyq � gpxqqΛpdx, dyq, f, g P C.

Our standing assumption throughout this chapter is that the conditions
of Theorem 6.4 hold.

In order to produce processes that are reminiscent of the wild chain, we
need to assume a little more structure on E. Say that E is bipartite if there
is a countable, dense subset Eo � E such that each point of Eo is isolated.
In particular, Eo is open. In Example 6.1 we can take Eo � N. In Example
6.2 we can take Eo � T 8. We will see more examples in Section 6.2. Put
E� � EzEo. Note that E� is the boundary of the open set Eo.

Definition 6.5. We will call the process X described in Theorem 6.4 a bi-
partite Markov chain if the space E is bipartite and, in the notation of Theo-
rem 6.4:

• µ is concentrated on Eo,
• ν is concentrated on E�.

Remark 6.6. For bipartite chains, the measures µ and ν are mutually singu-
lar and νs � ν in the notation of Theorem 6.4. The reference measure µ is
invariant for X, that is, PµtXt P �u � µ for each t ¥ 0. Thus, for any x P Eo

we have PxtXt P Eou � 1 for each t ¥ 0, and so X is Markov chain on the
countable set Eo in the same sense that the Feller–McKean chain is a Markov
chain on the rationals (the Feller–McKean chain is one-dimensional Brownian
motion time-changed by a continuous additive functional that has as its Re-
vuz measure a purely atomic probability measure that assigns positive mass
to each rational).

We establish in Proposition 6.14 that the sample–paths of X bounce back-
wards and forwards between Eo and E� in the same manner that the sample
paths of the wild chain bounce backwards and forwards between the finite and
infinite trees. Also, we show in Proposition 6.16 that under suitable conditions
µ is the unique invariant distribution for X that assigns all of its mass to Eo,
and, moreover, for any probability measure γ concentrated on Eo the law of
Xt under Pγ converges in total variation to µ as tÑ8.

In Section 6.6 we prove that, in the general setting of Theorem 6.4, the
measure ν is the Revuz measure of a positive continuous additive functional
(PCAF). We can, therefore, time–change X using the inverse of this PCAF.
When this procedure is applied to a bipartite chain, it produces a Markov
process with state space that is a subset of E�. In particular, we observe in
Example 6.24 that instances of this time–change construction lead to “spher-
ically symmetric” Lévy processes on local fields.

A useful tool for proving the last fact is a result from Section 6.5. There
we consider a certain type of equivalence relation on E with associated map
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π onto the corresponding quotient space. We give conditions on the Dirichlet
form pE ,DpEqq that are sufficient for the process π�X to be a symmetric Hunt
process.

Notation 6.7. Write p�, �qµ for the L2pE,µq inner product and pTtqt¥0 for
the semigroup on L2pE,µq associated with the form pE ,DpEqq.

6.2 More examples of state spaces

Example 6.8. Let E be the usual path–space of a discrete–time Markov chain
with countable state–space S augmented by a distinguished cemetery state
B to form SB � S Y tBu. That is, E is the subset of the space of sequences
pSBqN0 (where N0 :� t0, 1, 2, . . .u) consisting of sequences txnunPN0 such that
if xn � B for some n, then xm � B for all m ¡ n. Give E the subspace
topology inherited from the product topology on pSBqN0 (where each factor
has the discrete topology), so that E is Polish. Given x P E, write ζpxq :�
inftn : xn � Bu P N0 Y t8u for the death–time of x. Define a partial order on
E by declaring that x ¤ y if ζpxq ¤ ζpyq and xn � yn for 0 ¤ n   ζpxq. (In
particular, if x and y are such that ζpxq � ζpyq � 8, then x ¤ y if and only
if x � y.) Let R be the algebra generated by sets of the form ty : x ¤ yu,
ζpxq   8. When #S � k   8, we can think of E as the regular k-ary rooted
tree along with its set of ends. In particular, when k � 1 we recover Example
6.1. This example is bipartite with Eo � tx : ζpxq   8u,
Example 6.9. A local field K is a locally compact, non-discrete, totally dis-
connected, topological field. We refer the reader to [135] or [123] for a full
discusion of these objects and for proofs of the facts outlined below. More
extensive summaries and references to the literature on probability in a local
field setting can be found in [58] and [62].

There is a real-valued mapping on K that we denote by x ÞÑ |x|. This
map, called the valuation takes the values tqk : k P Zu Y t0u, where q � pc

for some prime p and positive integer c and has the properties

|x| � 0 ô x � 0
|xy| � |x||y|

|x� y| ¤ |x| _ |y|.
The mapping px, yq ÞÑ |x�y| on K�K is a metric on K that gives the topology
of K.

Put D � tx : |x| ¤ 1u. The set D is a ring (the so-called ring of integers
of K). If we choose ρ P K so that |ρ| � q�1, then

ρkD � tx : |x| ¤ q�ku � tx : |x|   q�pk�1qu.
Every ball is of the form x�ρkD for some x P K and k P Z, and, in particular,
all balls are both closed and open. For `   k the additive quotient group
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ρ`D{ρkD has order qk�`. Consequently, D is the union of q disjoint translates
of ρD. Each of these components is, in turn, the union of q disjoint translates
of ρ2D, and so on. Thus, we can think of the collection of balls contained
in D as being arranged in an infinite rooted q-ary tree: the root is D itself,
the nodes at level k are the balls of radius q�k (= cosets of ρkD), and the q
“children” of such a ball are the q cosets of ρk�1D that it contains. We can
uniquely associate each point in D with the sequence of balls that contain it,
and so we can think of the points in D as the ends this tree – see Figure 6.1.

Fig. 6.1. Schematic drawing of the ring of integers D when q � p � 7

This tree picture alone does not capture all the algebraic structure of D;
the rings of integers for the p-adic numbers and the p-series field (that is,
the field of formal Laurent series with coefficients drawn from the finite field
with p elements) are both represented by a p-ary tree, even though the p-adic
field has characteristic 0 whereas the p-series field has characteristic p. (As
an aside, a locally compact, non-discrete, topological field that is not totally
disconnected is necessarily either the real or the complex numbers. Every local
field is either a finite algebraic extension of the p-adic number field for some
prime p or a finite algebraic extension of the p-series field.)
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We can take either E � K or E � D, with R the algebra generated by the
balls. The same comment applies to Banach spaces over local fields defined as
in [123], and we leave the details to the reader.

Example 6.10. In the notation of Example 6.2, let T�
8 be the subset of T¤8

consisting of infinite trees through which there is a unique infinite path start-
ing at the root, that is, trees with only one end. Put T� � T 8 YT�

8. It is
not hard to see that E � T� satisfies our hypothesis, with R the trace on T�

of the algebra of subsets of T¤8 described in Example 6.2.

Example 6.11. Suppose that the pairs pE1,R1q, . . . , pEN ,RN q each satisfy our
hypotheses. Put E :� ±

iEi, equip E with the product topology, and set R
to be the algebra generated by subsets of E of the form

±
iRi with Ri P Ri. If

each of the factors Ei is bipartite with corresponding countable dense sets of
isolated point Eo

i , then E is also bipartite with countable dense set of isolated
points

±
iE

o
i . Similar observations holds for sums rather than products, and

we leave the details to the reader.

6.3 Proof of Theorem 6.4

We first check that E is well–defined on C. Any f P C can be written f �°N
i�1 ai1Ri

for suitable Ri P R and constants ai, and condition (b) is just the
condition that Ep1R,1Rq   8 for all R P R. It is clear that E is a symmetric,
non-negative, bilinear form on C.

We next check that E defined on C is closable (as a form on L2pE,µq). Let
pfnqnPN be a sequence in C such that

lim
nÑ8pfn, fnqµ � 0 (6.1)

and
lim

m,nÑ8 Epfm � fn, fm � fnq � 0. (6.2)

We need to show that
lim

nÑ8 Epfn, fnq � 0. (6.3)

Put Λspdx, dyq � κpx, yqµpdxq νspdyq. For M ¡ 0 put ΛM pdx, dyq �
rκpx, yq^M sµpdxq νpdyq and ΛM

s pdx, dyq � rκpx, yq^M sµpdxq νspdyq. From
(6.1) we have

lim
m,nÑ8

¼
pfmpxq � fnpxqq2 ΛM

s pdx, dyq � 0, @M ¡ 0,

and from (6.2) we have

lim
m,nÑ8

¼
ptfmpyq � fnpyqu � tfmpxq � fnpxquq2 ΛM pdx, dyq � 0, @M ¡ 0.

(6.4)
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So, by Minkowski’s inequality,

lim
m,nÑ8

¼
pfmpyq � fnpyqq2 ΛM

s pdx, dyq � 0, @M ¡ 0. (6.5)

Thus, by (6.1), (6.5) and (c), there exists a Borel function f and a sequence
pnkqkPN such that limkÑ8 fnk

� 0, µ-a.e. (and, therefore, νa-a.e., where νa �
ν�νs is the absolutely continuous component in the Lebesgue decomposition
of ν with respect to µ), and limkÑ8 fnk

� f , νs-a.e.
Now, by Fatou, (6.2) and Minkowski’s inequality,¼

f2pyqΛspdx, dyq �
¼

lim
kÑ8

pfnk
pyq � fnk

pxqq2 Λspdx, dyq

¤ lim inf
kÑ8

¼
pfnk

pyq � fnk
pxqq2 Λspdx, dyq

  8,
and so, by (c), f � 0, νs-a.e. Finally, by Fatou and (6.2),

lim
mÑ8

¼
pfmpyq � fmpxqq2 Λpdx, dyq

� lim
mÑ8

¼
lim

kÑ8
ptfmpyq � fnk

pyqu � tfmpxq � fnk
pxquq2 Λpdx, dyq

¤ lim
mÑ8 lim inf

kÑ8

¼
ptfmpyq � fnk

pyqu � tfmpxq � fnk
pxquq2 Λpdx, dyq

� 0,

as required.
Write pE ,DpEqq for the closure of the form pE , Cq. To complete the proof

that pE ,DpEqq is a Dirichlet form, it only remains to show that this form is
Markov. By Theorem A.7, this will be accomplished if we can show that the
unit contraction acts on pE ,DpEqq. That is, we have to show for any f P C
that

pf _ 0q ^ 1 P C (6.6)

and
Eppf _ 0q ^ 1, pf _ 0q ^ 1q ¤ Epf, fq. (6.7)

Considering claim (6.6), first observe that f P C if and only if there exist
pairwise disjoint R1, . . . , RN and constants a1, . . . , aN such that f � °

i ai1Ri .
Thus,

pf ^ 0q _ 1 �
¸
i

ppai _ 0q ^ 1q1Ri
P C.

The claim (6.7) is immediate from the definition of E on C.
We will appeal to Theorem A.8 to establish that pE ,DpEqq is the Dirichlet

form of a µ-symmetric Hunt process, X. It is immediate that conditions (a)–
(c) of that result hold for C, so it remains to check the tightness condition (d).
Take Kn �

�8
m�nRm. Then



94 6 The wild chain and other bipartite chains

CappEzKnq ¤
8̧

m�n

CappEzRmq

¤
8̧

m�n

�
Ep1EzRm

,1EzRm
q � p1EzRm

,1EzRm
qµ
�

�
8̧

m�n

pΛprpEzRmq �Rms Y rRm � pEzRmqsq � µpEzRmqq .

The rightmost sum is finite by (d), and so we certainly have

lim
nÑ8CappEzKnq � 0.

Finally, because constants belong to DpEq, it follows from Theorem 1.6.3
of [72] that X is recurrent.

Remark 6.12. (i) Note that Example A.2 doesn’t apply to give the closability
of E unless νs � 0.

(ii) Suppose that S � R generates R, then it suffices to check condition
(b) just for R P S, as the following argument shows. We remarked in
the proof that condition (b) was just the statement that Ep1R,1Rq   8
for all R P R. Note that 1R for R P R is a finite linear combination of
functions of the form f �±N

i�1 1Si for S1, . . . , SN P S, and so it suffices
to show that Epf, fq   8 for such f . Observe that if a1, . . . , aN P R and
b1, . . . , bN P R satisfy |ai| ¤ 1 and |bi| ¤ 1 for 1 ¤ i ¤ N , then����� N¹

i�1

ai �
N¹

i�1

bi

����� �
����� Ņ

i�1

�
i�1¹
j�1

aj

�
pai � biq

�
N¹

k�i�1

bk

������ ¤ Ņ

i�1

|ai � bi|.

Therefore,

pfpyq � fpxqq2 � |fpyq � fpxq|

¤
Ņ

i�1

�
1pEzSiq�Si

px, yq � 1Si�pEzSiqpx, yq
�
,

and applying the assumption that (b) holds for all R P S gives the result.
(iii) We emphasize that the elements of DpEq are elements of L2pE,µq and

are thus equivalence classes of functions. It is clear from the above proof
that if f, g P DpEq, then there are representatives f̂ and ĝ of the L2pE,µq
equivalence classes of f and g such that

Epf, gq �
¼
pf̂pyq � f̂pxqqpĝpyq � ĝpxqqΛpdx, dyq.

Some care must be exercised here: it is clear that if νs � 0, then we cannot
substitute an arbitrary choice of representatives into the right–hand side
to compute Epf, gq.
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(iv) The above proof appealed to Theorem A.8, which is Theorem 7.3.1 of
[72]. Although our state–space E is, in general, not locally compact, much
of the theory developed in [72] for the locally compact setting still applies
– see Remark A.9.

We present several examples of set-ups satisfying the conditions of the
Theorem 6.4 at the end of Section 6.4.

6.4 Bipartite chains

Assume for this section that X is a bipartite chain.

Notation 6.13. For a Borel set B � E, put σB � inftt ¡ 0 : Xt P Bu and
τB � inftt ¡ 0 : Xt R Bu.
Proposition 6.14.

(i) Consider x P Eo. If
³
κpx, zq νpdzq � 0, then Pxtτtxu   8u � 0. Other-

wise,

Pxtτtxu ¡ t, Xτtxu
P dyu � exp

�
�t

»
κpx, zq νpdzq



κpx, yqνpdyq³
κpx, zq νpdzq ;

and, in particular, PxtXτtxu
P E�u � 1.

(ii) For q.e. x P E�, PxtXt P Eou � 1 for Lebesgue almost all t ¥ 0. In
particular, PxtσEo � 0u � 1 for q.e. x P E�.

Proof. (i) Because each x P Eo is isolated, it follows from standard consider-
ations that Ptτtxu ¡ tu � expp�αtq, where

µptxuqα � � lim
tÓ0

�
1
t
pTt � Iq1x,1x



µ

� Ep1x,1xq � µptxuq
»
κpx, zq νpdzq.

Observe for f, g P C that Epf, gq � ´pfpyq � fpxqqpgpyq � gpxqq Jpdx, dyq,
where Jpdx, dyq � p1{2qrΛpdx, dyq � Λpdy, dxqs is the symmetrization of Λ.
Note that J is a symmetric measure that assigns no mass to the diagonal of
E � E. This representation of E is the one familiar from the Beurling–Deny
formula. The result now follows from Lemma 4.5.5 of [72].
(ii) This is immediate from the Markov property, Fubini and the observation
PµtXt R Eou � µpE�q � 0 for all t ¥ 0. [\
Definition 6.15. Define a subprobability kernel ξ on E by ξpx,Bq � µ b
νptpx1, yq : κpx, yq ¡ 0, κpx1, yq ¡ 0, x1 P Buq. Note that ξpx, �q ¤ µ. Say that
X is graphically irreducible if there exists x0 P Eo such that for all x P Eo

there exists n P N for which ξnpx0, txuq ¡ 0.
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Recall that a measure η is invariant for X if PηtXt P �u � η for all t ¥ 0.

Proposition 6.16. Suppose that X is graphically irreducible. Then µ is the
unique invariant probability measure for X such that µpEoq � 1. If γ is any
other probability measure such that γpEoq � 1, then

lim
tÑ8 sup

B
|PγtXt P Bu � µpBq| � 0.

Proof. By standard coupling arguments, both claims will hold if we can show

Pxtσtyu   8u � 1, for all x, y P Eo. (6.8)

For (6.8) it suffices by Theorem 4.6.6 of [72] to check that the recurrent form
E is irreducible in the sense of Section 1.6 of [72]. Furthermore, applying
Theorem 1.6.1 of [72] (and the fact that 1 P DpEq with Ep1, 1q � 0), it is
certainly enough to establish that if B is any Borel set with 1B P DpEq and

0 � Ep1B ,1Bq � Ep1EzB ,1EzBq � 2Ep1B ,1Bq, (6.9)

then µpBq is either 0 or 1.
Suppose that (6.9) holds. By Remark 6.12(iii), there is a Borel function f̂

with f̂ � 1B , µ-a.e., such that

0 � Ep1B ,1Bq
�

¼ �
f̂pyq � f̂pxq

	2

Λpdx, dyq

�
¼ �

f̂pyq � 1Bpxq
	2

Λpdx, dyq.
(6.10)

Suppose first that x0 P B, where x0 is as in Definition 6.15. From (6.10),» �
f̂pyq � 1

	2

κpx0, yq νpdyq � 0,

and so νpty : f̂ � 1, κpx0, yq ¡ 0uq � 0. Therefore, again from (6.10), ξpx0, tx :
1Bpxq � 1uq � 0. That is, if ξpx0, txuq ¡ 0, then x P B. Continuing in this
way, we get that if x P Eo is such that ξnpx0, txuq ¡ 0 for some n, then x P B.
Thus, Eo � B and µpBq � 1. A similar argument shows that if x0 R B, then
µpBq � 0. [\
Example 6.17. Suppose that we are in the setting of Example 6.1 with Eo � N.
Let µ be an arbitrary fully supported probability measure on N and put
ν � δ8. In order that the conditions of Theorem 6.4 hold we only need κ to
satisfy

°
xPN κpx,8qµptxuq � 8. The conditions of Proposition 6.16 will hold

if and only if κpx,8q ¡ 0 for all x P N.
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Example 6.18. We recall the Dirichlet form for the wild chain. Here E � T�

from Example 6.10, µ is the PGWp1q distribution and ν is the distribution of
a PGWp1q tree “conditioned to be infinite”. A more concrete description of
ν is the following. Each y P T�

8 has a unique path pu0, u1, u2, . . .q starting at
the root. There is a bijection between T�

8 and T 8�T 8� . . . that is given
by identifying y P T�

8 with the sequence of finite trees py0, y1, y2, . . .q, where
yi is the tree rooted at ui in the forest obtained by deleting the edges of the
path pu0, u1, u2, . . .q – see Figure 6.2.

Fig. 6.2. The bijection betweenT�
8 and T 8 �T 8 � . . .

The probability measure ν on T�
8 is the push–forward by this bijection of

the probability measure µ� µ� . . . on T 8 �T 8 � . . .
Rather than describe κpx, yq explicitly, it is more convenient (and equally

satisfactory for our purposes) to describe the measures

qÒpx, dyq :� κpx, yq νpdyq
for each x and

qÓpy, dxq :� κpx, yqµpdxq
for each y. Given x P T 8, y P T�

8, and a vertex u of x, let px{u{yq P T�
8

denote the tree rooted at the root of x that is obtained by inserting a new
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edge from u to the root of y. Then

qÒpx, fq :�
¸
uPx

»
fppx{u{yqq νpdyq (6.11)

for f a non-negative Borel function on T�.
For y P T�

8 with infinite path from the root pu0, u1, u2, . . .q and i P N0,
removing the edge pui, ui�1q produces two trees, one finite rooted at u0 and
one infinite rooted at ui�1. Let kipyq P T 8 denote the finite tree. Then (6.11)
is equivalent to

qÓpy, fq �
¸

iPN0

fpkipyqq (6.12)

for f a non-negative Borel function on T�.
Let us now check the conditions of Theorem 6.4. Condition (a) is obvious.

Turning to condition (b), recall that any R P R is of the form tx : ρnpxq P Bu
for some n P N and finite or co-finite B � T¤n, where ρn is defined in
Example 6.2. Note that rpT�zRq � Rs Y rR � pT�zRqs � tpx, yq : ρnpxq �
ρnpyqu. Moreover, if y P T�

8 is of the form px{u{y1q for some u P x and
y1 P T�

8, then ρnpxq � ρnpyq if and only if u has height less than n. Therefore,
by (6.11),

ΛprpT�zRq �Rs Y rR� pT�zRqsq ¤
»

#pρn�1pxqqµpdxq � n,

where we recall that the expected size of the kth generation in a critical
Galton–Watson branching process is 1.

It is immediate from (6.12) that»
κpx, yqµpdxq � qÓpy, 1q � 8

for ν � νs almost every y, and so condition (c) holds.
Finally, consider condition (d). Put Sn,c :� tx : #pρnpxqq ¤ cu. We

will take Rn � Sn,cn for some sequence of constants pcnqnPN. Note that�8
m�n Sm,cm is compact for all n, whatever the choice of pcnqnPN. By choos-

ing cn large enough, we can certainly make µpT�zSn,cn
q ¤ 2�n. From the

argument for part (b) we know that rpT�zSn,cq�Sn,csY rSn,c�pT�zSn,cqs �
Sn,c�pT�zSn,cq is contained in the set tpx, yq : ρnpxq � ρnpyqu that has finite
Λ measure. Of course, limcÑ8 T�zSn,c � H. Therefore, by dominated conver-
gence, limcÑ8 ΛprpT�zSn,cq�Sn,csYrSn,c�pT�zSn,cqsq � 0, and by choosing
cn large enough we can make ΛprpT�zSn,cn

q�Sn,cn
sYrSn,cn

�pT�zSn,cn
qsq ¤

2�n.
It is obvious that the extra bipartite chain conditions hold with Eo � T 8.

The condition of Proposition 6.16 also holds. More specifically, we can take
x0 in Definition 6.15 to be the trivial tree consisting of only a root. By (6.11)
and (6.12), the measure ξnpx0, �q assigns positive mass to every tree x P T 8
with at most n children in the first generation (that is, x P T 8 such that
#pρ1pxqq ¤ n� 1), and so X is indeed graphically irreducible.
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Example 6.19. Suppose that we are in the setting of Example 6.8 with #S   8
(so that E is compact) and Eo the set tx : ζpxq   8u, as above. Note that
E� � SN0 . Fix a probability measure P on S with full support, an S � S
stochastic matrix Q with positive entries and a probability measure R on N0.
Define a probability measure µ on Eo by µptx : ζpxq � n, x0 � s0, . . . , xn�1 �
sn�1uq � RpnqP ps0qQps0, s1q . . . Qpsn�2, sn�1q. In other words, µ is the law
of a Markov chain with initial distribution P and transition matrix Q killed
at an independent time with distribution R. Define ν on E� by νpts0u� � � ��
tsnu � S � S � . . .q � P ps0qQps0, s1q . . . Qpsn�1, snq. Thus, ν is the law of
the unkilled chain with initial distribution P and transition matrix Q. Define
κpx, yq for x P Eo and y P E� by κpx, yq � Kpζpxqq1x¤y for some sequence of
non-negative constants Kpnq, n P N0.

In order that the conditions of Theorem 6.4 hold, we only need K
to satisfy

°
x¤y Kpζpxqqµptxuq � 8 for ν-a.e. y P E�. For example, if

q� � mins,s1 Qps, s1q, then it suffices that
°

nPN0
KpnqRpnqqn

� � 8. In
particular, if ν is the law of a sequence of i.i.d. uniform draws from S
(so that P psq � Sps, s1q � p#Sq�1 for all s, s1 P S), then we require°

nPN0
KpnqRpnqp#Sq�n � 8.

In general, X will be graphically irreducible with x0 � pB, B, . . .q (and,
therefore, the condition of Proposition 6.16 holds) if Kpnq ¡ 0 for all n P N0.

6.5 Quotient processes

Return to the general set-up of Theorem 6.4. Suppose that R1 is a subalgebra
of R and write C1 for the subalgebra of C generated by the indicator functions
of sets in R1. We can define an equivalence relation on E by declaring that
x and y are equivalent if fpxq � fpyq for all f P C1. Let Ē denote the corre-
sponding quotient space equipped with the quotient topology and denote by
π : E Ñ Ē the quotient map. It is not hard to check that Ē is a Lusin space
and that the algebra R̄ :� tπR : R P R1u consists of simultaneously closed and
open sets and is a base for the topology of Ē. Write C̄ for the algebra generated
by the indicator functions of sets in R̄. Note that C1 � tf̄ � π : f̄ P C̄u.
Proposition 6.20. Suppose that the following hold:

(a) µ � ν;
(b) there exists a Borel function κ̄ : Ē�Ē Ñ R� such that κpx, yq � κ̄pπx, πyq

for πx � πy;
(c) Ē is compact;
(d) µR1rf s :� µrf |σpR1qs � µrf |σpπqs has a version in C1 for all f P C.
Then the hypotheses of Theorem 6.4 hold with E, R, C, µ, ν, κ replaced by
Ē, R̄, C̄, µ̄, ν̄, κ̄, where µ̄ � ν̄ is the push–forward of µ � ν by π. Moreover,
if pĒ ,DpĒqq denotes the resulting Dirichlet form, then π �X is a µ̄-symmetric
Hunt process with Dirichlet form pĒ ,DpĒqq.
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Proof. It is clear that the hypotheses of Theorem 6.4 hold with E,R, C, µ, ν, κ
replaced by Ē, R̄, C̄, µ̄, ν̄, κ̄.

Let pT̄tqt¥0 denote the semigroup on L2pĒ, µ̄q corresponding to Ē . The
proof π �X is a µ̄-symmetric Hunt process with Dirichlet form pĒ ,DpĒqq will
be fairly straightforward once we establish that Ttpf̄ � πq � pT̄tf̄q � π for all
t ¥ 0 and f̄ P L2pĒ, µ̄q (see Theorem 13.5 of [128] for a proof that this suffices
for π �X to be a Hunt process – the proof that π �X is µ̄-symmetric and the
identification of the associated Dirichlet form are then easy). Equivalently,
writing pGαqα¡0 and pḠαqα¡0 for the resolvents corresponding to pTtqt¥0 and
pT̄tqt¥0, we need to establish that Gαpf̄ � πq � pḠαf̄q � π for all α ¡ 0 and
f̄ P L2pĒ, µ̄q. This is further equivalent to establishing that pḠαf̄q � π P DpEq
and EppḠαf̄q�π, gq�αppḠαf̄q�π, gqµ � pf̄ �π, gqµ for all g P C – see Equation
(1.3.7) of [72].

Fix f̄ P L2pĒ, µ̄q and g P C. By assumption, µR1rgs � ḡ �π for some ḡ P C̄.
Also, it is fairly immediate from the definition of Ē that h̄ P DpĒq if and only
if h̄ �π P DpEq, and that Ēph̄, h̄q � Eph̄ �π, h̄ �πq. Hence, by Remark 6.12(iii),

Eph̄ � π, gq �
¼ �

h̄ � πpyq � h̄ � πpxq� pgpyq � gpxqq Λpdx, dyq

�
¼

tpx,yq:πx�πyu

�
h̄ � πpyq � h̄ � πpxq� pgpyq � gpxqq Λpdx, dyq

�
¼ �

h̄ � πpyq � h̄ � πpxq� pgpyq � gpxqq κ̄pπx, πyqµpdxqµpdyq

�
¼ �

h̄ � πpyq � h̄ � πpxq� pµR1rgspyq � µR1rgspxqq κ̄pπx, πyqµpdxqµpdyq

�
¼ �

h̄ � πpyq � h̄ � πpxq� pḡ � πpyq � ḡ � πpxqq κ̄pπx, πyqµpdxqµpdyq

�
¼ �

h̄pwq � h̄pvq� pḡpwq � ḡpvqq κ̄pv, wq µ̄pdvq µ̄pdwq
� Ēph̄, ḡq.

Of course,
ph̄ � π, gqµ � ph̄ � π, ḡ � πqµ � ph̄, ḡqµ̄.

Therefore,

EppḠαf̄q � π, gq � αppḠαf̄q � π, gqµ � ĒpḠαf̄ , ḡq � αpḠαf̄ , ḡqµ̄
� pf̄ , ḡqµ̄ � pf̄ � π, ḡ � πqµ � pf̄ � π, gqµ,

as required. [\
We will see an application of Proposition 6.20 at the end of Section 6.7.

6.6 Additive functionals

We are still in the general setting of Theorem 6.4.
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Proposition 6.21. The probability measure ν assigns no mass to sets of zero
capacity, and there is a positive continuous additive functional pAtqt¥0 with
Revuz measure ν.

Proof. The reference measure µ assigns no mass to sets of zero capacity, so it
suffices to show that νs assigns no mass to sets of zero capacity. For M ¡ 0
put GM :� ty :

³rκpx, yq^M sµpdxq ¥ 1u and define a subprobability measure
νM

s by νM
s :� νsp�XGM q. By (c) of Theorem 6.4, νspEz

�
M GM q � 0, and so

it suffices to show for each M that νM
s assigns no mass to sets of zero capacity.

Observe for f P C that�»
|fpyq| νM

s pdyq

2

¤
»
f2pyq νM

s pdyq ¤
¼

f2pyqΛM pdx, dyq

¤ 2
�¼

pfpyq � fpxqq2 ΛM pdx, dyq �
¼

f2pxqΛM pdx, dyq



¤ 2p1_Mq pEpf, fq � pf, fqµq .

The development leading to Lemma 2.2.3 of [72] can now be followed to show
that for all Borel sets B we have νM

s pBq ¤ CMCappBq1{2 for a suitable
constant CM (the argument in [72] is in a locally compact setting, but it
carries over without difficulty to our context).

The existence and uniqueness of pAtqt¥0 follows from Theorem 5.1.4 of
[72]. [\
Remark 6.22. In the bipartite chain case, the distribution under Pµ of Xζ ,
where ζ :� τtX0u, is mutually absolutely continuous with respect to ν, and
Proposition 6.21 is obvious.

6.7 Bipartite chains on the boundary

Return to the bipartite chain setting. Following the construction in Section
6.2 of [72], let Y denote the process X time–changed according to the positive
continuous additive functional A. That is, Yt � Xγt

where γt � infts ¡ 0 :
As ¡ tu. Write Ẽ for the support of A. We have Ẽ � Ĕ :� supp ν � E� and
νpĔzẼq � 0.

Let R̆ � tR X Ĕ : R P Ru and put C̆ � tf|Ĕ : f P Cu. Note that C̆ is also

the algebra generated by R̆.

Theorem 6.23. The process Y is a recurrent ν-symmetric Hunt process with
state–space Ĕ and Dirichlet form given by the closure of the form Ĕ on C̆
defined by

Ĕpf, gq �
¼

pfpyq � fpzqq pgpyq � gpzqq κ̆py, zq νpdyq νpdzq, f, g P C̆,
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where

κ̆py, zq �
»
κpx, yq κpx, zq³

κpx,wq νpdwq µpdxq

(with the convention 0{0 � 0).

Proof. By Theorem A.2.6 and Theorem 4.1.3 of [72],

PytσĔ � 0u � 1 for q.e. y P Ĕ.

Hence, for q.e. y P Ĕ we have limεÓ0 inftt ¡ ε : Xt P Ĕu � 0, Py-a.s. More-
over, it follows from parts (i) and (ii) of Proposition 6.14 and the observation
νpĔzẼq � 0 that for q.e. y P Ĕ we have inftt ¡ ε : Xt P Ĕu � inftt ¡ ε : Xt P
Ẽu for all ε ¡ 0, Py-a.s. Combining this with Proposition 6.21 gives

PytσẼ � 0u � 1 for q.e. and ν-a.e. y P Ĕ.

Define HẼfpxq :� PxrfpXσẼ
qs for f a bounded Borel function on E. It

follows from part (i) of Proposition 6.14 and what we have just observed that

HẼfpxq �
³
fpyqκpx, yq νpdyq³
κpx, yq νpdyq , for µ-a.e. x

and
HẼfpxq � fpxq, for ν-a.e. x.

The result now follows by applying Theorem 6.2.1 of [72]. [\
Example 6.24. Suppose that we are in the setting of Example 6.19. For
y, z P E� � SN0 , y � z, define δpy, zq � inftn : yn � znu. Note that³
κpx,wq νpdwq � Kpζpxqqνptw : x ¤ wuq � Kpζpxqqµptxuq{Rpζpxqq for
x P Eo and so

κ̆py, zq �
¸

n¤δpy,zq
KpnqRpnq. (6.13)

We will now apply the results of Section 6.5 with E,X, µ, E replaced by
Ĕ � E� � SN0 ,Y, ν, Ĕ . Fix N P N0 and let R1 be the algebra of subsets of SN0

of the formB0�� � ��BN�S�S�. . .. We can identify the quotient space Ē with
SN�1 and the quotient map π with the map py0, y1, . . .q ÞÑ py0, . . . yN q. Then
we can identify µ̄, which we emphasise is now the push–forward ν by π, with
the measure that assigns mass P ps0qQps0, s1q . . . QpsN�1, sN q to ps0, . . . sN q.
Note that πy � πz for y, z P SN0 is equivalent to δpy, zq ¤ N , and it is
immediate from (6.13) that Proposition 6.20 applies and π�Y is a µ̄-symmetric
Markov chain on the finite state-space SN�1. In terms of jump rates, π �Y
jumps from ȳ to z̄ � ȳ at rate p°n¤δpȳ,z̄qKpnqRpnqqµ̄ptz̄uq, where δpȳ, z̄q is
defined in the obvious way.

As a particular example of this construction, consider the case when
#S � pc for some prime p and integer c ¥ 1. We can identify SN0 (as
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a set) with the ring of integers D of a local field K as in Example 6.9.
If we take P psq � Qps, s1q � p�c for all s, s1 P S, then we can identify
ν with the normalised Haar measure on D. It is clear that Y is a Lévy
process on D with “spherically symmetric” Lévy measure φp|y|q νpdyq, where
φpp�cnq � °n

`�0Kp`qRp`q. The condition
°

nPN0
KpnqRpnqp�cn � 8 of Ex-

ample 6.19 is equivalent to
³
D φp|y|q νpdyq � 8. Conversely, any Lévy process

on D with Lévy measure of the form ψp|y|q νpdyq with ψ non-increasing and³
D ψp|y|q νpdyq � 8 can be produced by this construction (Lévy processes on

D are completely characterised by their Lévy measures – there is no analogue
of the drift or Gaussian components of the Euclidean case, see [59]). The lat-
ter condition is equivalent to the paths of the process almost surely not being
step–functions, that is, to the times at which jumps occur being almost surely
dense. When ψp|y|q � a|y|�pα�1q for some a ¡ 0 and 0   α   8, the resultant
process is analogous to a symmetric stable process. Lévy processes on local
fields and totally disconnected Abelian groups in general are considered in [59]
and the special case of the p-adic numbers has been considered by a number
of authors – see Chapter 1 for a discussion.





7

Diffusions on a R-tree without leaves: snakes
and spiders

7.1 Background

Let pT, dq be a R-tree without ends as in Section 3.4. Suppose that that there
is a σ-finite Borel measure µ on the set on E� of ends at �8 such that
0   µpBq   8 for every ball B in the metric δ. In particular, the support of
µ is all of E�.

The existence of such a measure µ is a more restrictive assumption on T
than it might first appear. Let µ̄ be a finite measure on E� that is equivalent
to µ. Recall from (3.4) that Tt, t P R, is the set of points in T with height
t. As we remarked in Section 3.4.2, the set tζ P E� : ζ|t � xu is a ball in
E� for each x P Tt and two such balls are disjoint. Because the µ̄ measure
of each such ball is non–zero, the set Tt is necessarily countable. Hence, by
observations made in Section 3.4.2, both the complete metric spaces T and
E� are separable, and, therefore, Lusin.

We will be interested in the T–valued process X that evolves in the fol-
lowing manner. The real–valued process H, where Ht � hpXtq, evolves as a
standard Brownian motion. For small ε ¡ 0 the conditional probability of the
event tXt�ε P Cu given Xt and H is approximately

µ ty : y|Ht�ε P C, y|Ht � Xtu
µ ty : y|Ht � Xtu .

In particular, if Ht�ε   Ht, then Xt�ε is approximately Xt|Ht�ε. An intuitive
description of these dynamics is given in Figure 7.1.

This evolution is reminiscent of Le Gall’s Brownian snake process – see,
for example, [97, 98, 99, 100] – with the difference that the “height” process
H is a Brownian motion here rather than a reflected Brownian motion and
the role of Wiener measure on CpR�,Rdq in the snake construction is played
here by µ.
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x
1/2

1/2

E+ BA

Fig. 7.1. A heuristic description of the dynamics of X. When X is at position x
it makes an infinitesimal move up or down with equal probability. Conditional on
X moving down, it takes the branch leading to the set of ends A with probability
µpAq{pµpAq � µpBqq and the branch leading to the set of ends B with probability
µpBq{pµpAq � µpBqq.

7.2 Construction of the diffusion process

For x P T and real numbers b   c with b   hpxq, define a probability measure
µpx, b, c; �q on T by

µpx, b, c;Aq :� µtξ P E� : ξ|c P A, ξ|b � x|bu
µtξ P E� : ξ|b � x|bu .

– see Figure 7.2.
Let pBt, P

aq be a standard (real–valued) Brownian motion. Write mt :�
inf0¤s¤tBs. Recall that the pair pmt, Btq has joint density

φa,tpb, cq :�
c

2
π

c� 2b� a

t3{2
exp

�
�pc� 2b� aq2

2t



, b   a^ c,

under P a – see, for example, Corollary 30 in Chapter 1 of [70].

Theorem 7.1. There is a Markov semigroup pPtqt¥0 on T defined by
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b

A

x

c

Fig. 7.2. The measure µpx, b, c; �q is supported on the set ty P T : hpyq � c, y|b �
x|bu, and the mass it assigns to the set A is the normalized µ mass of the shaded
subset of E�.

Ptfpxq :� Phpxq rµpx,mt, Bt; fqs .

Furthermore, there is a strong Markov process pXt,Pxq on T with continuous
sample paths and semigroup pPtqt¥0.

Proof. The proof of the semigroup property of pPtqt¥0 is immediate from the
Markov property of Brownian motion and the readily checked observation
that for x, x1 P T , b   c, b   hpxq, and b1   c^ c1 we have»

µpx1, b1, c1;Aqµpx, b, c; dx1q � µpx, b^ b1, c1;Aq.

By Kolmogorov’s extension theorem, there is a Markov process pXt,Pxq
on T with semigroup pPtqt¥0. In order to show that a version of X can be
chosen with continuous sample paths, it suffices because pT, dq is complete and
separable to check Kolmogorov’s continuity criterion. Because of the Markov
property of X, it further suffices to observe for α ¡ 0 that, by definition of
pPtqt¥0,
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Px rdpx,Xtqαs

� Phpxq
�³rhpxq � hpξ|Btq � 2hpx^ pξ|Btqqsα1tξ|mt � x|mtuµpdξq

µtξ P E� : ξ|mt � x|mtu
�

¤ Phpxq
�³rhpxq �Bt � 2mtsα1tξ|mt � x|mtuµpdξq

µtξ P E� : ξ|mt � x|mtu
�

¤ CPhpxq r |hpxq �mt|α � |mt �Bt|α s
¤ C 1tα{2

for some constants C,C 1 that depend on α but not on x P T .
The claim that X is strong Markov will follow if we can show that Pt

maps bCpT q into itself – see, for example, Sections III.8, III.9 of [120]. It is
assumed there that the underlying space is locally compact and the semigroup
maps the space of continuous functions that vanish at infinity into itself, but
this stronger assumption is only needed to establish the existence of a process
with càdlàg sample paths and plays no role in the proof of the strong Markov
property). By definition, for f P bBpT q and t ¡ 0

Ptfpxq �
» hpxq

�8

» 8

b

³
fpξ|cq1tξ|b � x|buµpdξq
µtξ P E� : ξ|b � x|bu

�
c

2
π

c� 2b� hpxq
t3{2

exp
�
�pc� 2b� hpxqq2

2t



dc db

for t ¡ 0. The right–hand side can be written as
³8
�8

³8
�8 Ff,xpb, cq dc db for

a certain function Ff,x. Recall from (3.2) that |hpxq � hpx1q| ¤ dpx, x1q. Also,
if b   hpxq, then x1|b � x|b for x1 such that dpx, x1q ¤ hpxq � b. There-
fore, limx1Ñx Ff,x1pb, cq � Ff,xpb, cq except possibly at b � hpxq. Moreover, if
supx |fpxq| ¤ C, then |Ff,xpb, cq| ¤ CF1,xpb, cq. Because

lim
x1Ñx

» 8

�8

» 8

�8
F1,x1pb, cq dc db � lim

x1Ñx
1 � 1 �

» 8

�8

» 8

�8
F1,xpb, cq dc db,

a standard generalization of the dominated convergence theorem – see, for
example, Proposition 18 in Chapter 11 of [121] – shows that if f P bBpT q,
then Ptf P bCpT q for t ¡ 0. [\

7.3 Symmetry and the Dirichlet form

Write λ for Lebesgue measure on R. Consider the measure ν that is obtained
by pushing forward the measure µb λ on E� � R with the map pξ, aq ÞÑ ξ|a
– see Figure 7.3. Note that for x P T with hpxq � h� and ε ¡ 0 we have

νty P T : dpx, yq ¤ εu
¤ νty P T : y|ph� � εq � x|ph� � εq, h� � ε ¤ hpyq ¤ h� � εu
¤ 2εµtξ P E� : ξ|ph� � εq � x|ph� � εqu.
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E+A B

n(dx) = m(A) dx

Fig. 7.3. The definition of the measure ν on T in terms of the measure µ on E�.

That is, ν assigns finite mass to balls in T and, in particular, is Radon.
We begin by showing that each operator Pt, t ¡ 0, can be continuously

extended from bBpT q XL2pT, νq to L2pT, νq and that the resulting semigroup
is a strongly continuous, self–adjoint, Markovian semigroup on L2pT, νq.

Observe that if f P bBpT q, then

Ptfpxq �
»

E�

»
R

» hpxq^c

�8

fpξ|cq1tξ|b � x|bu
µtξ P E� : ξ|b � x|buφhpxq,tpb, cq db dc µpdξq

�
»

T

fpyq
» hpxq^hpyq

�8

1tx|b � y|bu
µtξ P E� : ξ|b � x|bu

�
c

2
π

hpxq � hpyq � 2b
t3{2

exp
�
�phpxq � hpyq � 2bq2

2t



db νpdyq

�
»

T

fpyq
» hpx^yq

�8

1
µtξ P E� : ξ|b � x|bu

�
c

2
π

hpxq � hpyq � 2b
t3{2

exp
�
�phpxq � hpyq � 2bq2

2t



db νpdyq

for t ¡ 0. Consequently, Ptfpxq �
³
T
ptpx, yqfpyq νpdyq for the jointly contin-

uous, everywhere positive transition density
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ptpx, yq :�
» hpx^yq

�8

1
µtξ P E� : ξ|b � x|bu

�
c

2
π

hpxq � hpyq � 2b
t3{2

exp
�
�phpxq � hpyq � 2bq2

2t



db.

(7.1)

Moreover, because µtξ P E� : ξ|b � x|bu � µtξ P E� : ξ|b � y|bu when
b ¤ hpx ^ yq (equivalently, when x|b � y|b), we have ptpx, yq � ptpy, xq.
Therefore, there exists a self–adjoint, Markovian semigroup on L2pT, νq that
coincides with pPtqt¥0 on bBpT q X L2pT, νq (cf. Section1.4 of [72]). With the
usual abuse of notation, we also denote this semigroup by pPtqt¥0.

Because ν is Radon, bCpT qXL1pT, νq is dense in L2pT, νq. It is immediate
from the definition of pPtqt¥0 that limtÓ0 Ptfpxq � fpxq for all f P bCpT q and
x P T . Therefore, by Lemma 1.4.3 of [72], the semigroup pPtqt¥0 is strongly
continuous on L2pT, νq.

We now proceed to identify the Dirichlet form corresponding to pPtqt¥0.

Definition 7.2. Let A denote the class of functions f P bCpT q such that there
exists g P BpT q with the property that

fpξ|bq � fpξ|aq �
» b

a

gpξ|uq du, ξ P E�, �8   a   b   8. (7.2)

Note for ξ P E� that if A P BpT q with A � ra, bs, where �8   a   b   8,
then

µtζ P E� : ζ|b � ξ|buλpAq ¤ νtξ|u : u P Au
¤ µtζ P E� : ζ|a � ξ|auλpAq.

Therefore, the function g in (7.2) is unique up to ν-null sets, and (with the
usual convention of using function notation to denote equivalence classes of
functions) we denote g by ∇f .

Definition 7.3. Write D for the class of functions f P AXL2pT, νq such that
∇f P L2pT, νq.
Remark 7.4. By the observations made in Definition 7.2, the integral» b

a

ḡpξ|uq du

is well-defined for any ξ P E� and ḡ P L2pT, νq.
Theorem 7.5. The Dirichlet form E corresponding to the strongly continu-
ous, self–adjoint, Markovian semigroup pPtqt¥0 on L2pT, νq has domain D
and is given by

Epf, gq � 1
2

»
T

∇fpxq∇gpxq νpdxq, f, g P D. (7.3)
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Proof. A virtual reprise of the argument in Example A.1 shows that the form
E 1 given by the right–hand side of (7.3) is a Dirichlet form.

Let pGαqα¡0 denote the resolvent corresponding to pPtqt¥0: that is, Gαf �³8
0
e�αtPtf dt for f P L2pT, νq. In order to show that E � E 1, it suffices

to show that GαpL2pT, νqq � D and E 1αpGαf, gq :� E 1pGαf, gq � αpf, gq �
pf, gq for f P L2pT, νq and g P D, where we write p�, �q for the L2pT, νq inner
product. By a simple approximation argument, it further suffices to check that
GαpbBpT q X L2pT, νqq � D and E 1αpGαf, gq � pf, gq for f P bBpT q X L2pT, νq
and g P D

Observe that» 8

0

e�αtφa,tpb, cq dt � 2 exp
�
�
?

2αpc� 2b� aq
	
, b   a^ c,

– see Equations 3.71.13 and 6.23.15 of [143]. Therefore, for f P bBpT qXL2pT, νq
we have

Gαfpxq � 2
» hpxq

�8

» 8

b

µpx, b, c; fqe�
?

2αpc�2b�hpxqq dc db. (7.4)

Thus, Gαf P A with

∇pGαfqpxq � 2
» 8

hpxq
µpx, hpxq, c; fqe�

?
2αpc�hpxqq dc

�
?

2αGαfpxq.
(7.5)

In order to show that Gαf P D is remains to show that the first term on
the righ-hand side of (7.5) is in L2pT, νq. By the Cauchy-Schwarz inequality
and recalling the definition of Tt from (3.4),
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T

�» 8

hpxq
µpx, hpxq, c; fqe�

?
2αpc�hpxqq dc

�2

νpdxq

�
» 8

�8

¸
xPTa

�» 8

a

³
E�

fpξ|cq1tξ|a � xuµpdξq
µtξ : ξ|a � xu e�

?
2αpc�aq dc

�2

� µtξ : ξ|a � xu da

¤ 1
2
?

2α

» 8

�8

¸
xPTa

��» 8

a

�³
E�

fpξ|cq1tξ|a � xuµpdξq
µtξ : ξ|a � xu

�2

e�
?

2αpc�aq dc

��
� µtξ : ξ|a � xu da

¤ 1
2
?

2α

» 8

�8

¸
xPTa

�» 8

a

³
E�

f2pξ|cq1tξ|a � xuµpdξq
µtξ : ξ|a � xu e�

?
2αpc�aq dc

�
� µtξ : ξ|a � xu da

� 1
2
?

2α

» 8

�8

» 8

a

�»
E�

f2pξ|cqµpdξq
�
e�

?
2αpc�aq dc da

� 1
4α

» 8

�8

»
E�

f2pξ|cq dc µpdξq � 1
4α

»
T

f2pxq νpdxq   8,

as required.
From (7.5) we have for g P D that

E 1pGαf, gq

�
» 8

�8

»
E�

�» 8

a

µpξ|a, a, c; fqe�
?

2αpc�aq dc
�
∇gpξ|aqµpdξq da

� 1
2

?
2α

» 8

�8

»
E�

Gαfpxq∇gpξ|aq, µpdξq da.

(7.6)

Consider the first term on the right–hand side of (7.6). Note that it can
be written as» 8

�8

¸
xPTa

�» 8

a

³
E�

fpξ|cq1tξ|a � xuµpdξq
µtξ : ξ|a � xu e�

?
2αpc�aq dc

�
�∇gpxqµtξ : ξ|a � xu da

�
» 8

�8

»
E�

�» 8

a

fpx|cqe�
?

2αpc�aq dc
�
∇gpξ|aqµpdξq da.

(7.7)

Substitute (7.7) into (7.6), integrate by parts, and use (7.5) to get that



7.4 Recurrence, transience, and regularity of points 113

E 1pGαf, gq �
»

E�

» 8

�8
fpξ|aqgpξ|aq daµpdxq

�
?

2α
»

E�

» 8

�8

�» 8

a

fpx|cqe�
?

2αpc�aq dc
�
gpξ|aq daµpdξq

�
?

2α
»

E�

» 8

�8

�» 8

a

µpξ|a, a, c; fqe�
?

2αpc�aq dc
�
gpξ|aq daµpdξq

� α

»
E�

» 8

�8
Gαfpξ|aqgpξ|aq daµpdxq.

Argue as in (7.7) to see that the second and third terms on the right–hand
side cancel and so

E 1pGαf, gq � pf, gq � αpGαf, gq,
as required. [\
Remark 7.6. We wish to apply to X the theory of symmetric processes and
their associated Dirichlet forms developed in [72]. Because T is not generally
locally compact, we need to to check that the conditions of Theorem A.8 hold
– see Remark A.9.

We first show that conditions (a)–(c) of Theorem A.8 hold. That is, that
there is a countably generated subalgebra C � bCpT q X D such that C is E1–
dense in D, C separates points of T , and for each x P T there exists f P C with
fpxq ¡ 0. Let C0 be a countable subset of bCpT q X L2pT, νq that separates
points of T and is such that for every x P T there exists f P C0 with fpxq ¡ 0.
Let C be the algebra generated by the countable collection

�
αGαC0, where

the union is over the positive rationals. It is clear that C is E1-dense in D. We
observed in the proof of Theorem 7.1 that Pt : bCpT q Ñ bCpT q for all t ¥ 0
and limtÓ0 Ptfpxq � fpxq for all f P bCpT q. Thus, Gα : bCpT q Ñ bCpT q for all
α ¡ 0 and limαÑ8 αGαfpxq � fpxq for all f P bCpT q. Therefore, C separates
points of T and for every x P T there exists f P C with fpxq ¡ 0.

It remains to check that the tightness condition (d) of Theorem A.8 holds.
That is, for all ε ¡ 0 there exists a compact set K such that CappT zKq   ε
where Cap denotes the capacity associated with E1. However, it follows from
the sample path continuity of X and Theorem IV.1.15 of [106] that, in the
terminology of that result, the process X is ν-tight. Conditions IV.3.1 (i) – (iii)
of [106] then hold by Theorem IV.5.1 of [106], and this suffices by Theorem
III.2.11 of [106] to establish condition that (d) of Theorem A.8 holds.

7.4 Recurrence, transience, and regularity of points

The Green operator G associated with the semigroup pPtqt¥0 is defined by
Gfpxq :� ³8

0
Ptfpxq dt � supα¡0Gαfpxq for f P pBpT q. In the terminology

of [72], we say that X is transient is Gf   8, ν-a.e., for any f P L1
�pT, νq,

whereas X is recurrent if Gf P t0,8u, ν-a.e., for any f P L1
�pT, νq.
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As we observed in Section 7.3, X has symmetric transition densities
ptpx, yq with respect to ν such that ptpx, yq ¡ 0 for all x, y P T . Conse-
quently, in the terminology of [72], X is irreducible . Therefore, by Lemma
1.6.4 of [72], X is either transient or recurrent, and if X is recurrent, then
Gf � 8 for any f P L1

�pT, νq that is not ν-a.e. 0.
Taking limits as α Ó 0 in (7.4), we see that

Gfpxq �
»

T

gpx, yqfpyq νpdyq,

where

gpx, yq :� 2
» hpx^yq

�8

1
µtξ : ξ|b � x|bu db

� 2
» hpx^yq

�8

1
µtξ : ξ|b � y|bu db.

(7.8)

Note that the integrals» a

�8

1
µtξ : ξ|b � ζ|bu db, a P R, ζ P E�, (7.9)

are either simultaneously finite or infinite. The following is now obvious.

Theorem 7.7. If the integrals in (7.9) are finite (resp. infinite), then gpx, yq  
8 (resp. gpx, yq � 8) for all x, y P T and X is transient (resp. recurrent).

Remark 7.8. For B P BpT q write σB :� inftt ¡ 0 : Xt P Bu. We note from
Theorem 4.6.6 and Problem 4.6.3 of [72] that if PxtσB   8u ¡ 0 for some
x P T , then PxtσB   8u ¡ 0 for all x P T . Moreover, if X is recurrent, then
PxtσB   8u ¡ 0 for some x P T implies that Pxt@N P N, Dt ¡ N : Xt P Bu �
1 for all x P T .

Given y P T , write σy for σtyu. Set C � tz P T : y ¤ zu. Pick x ¤ y with
x � y. By definition of pPtqt¥0, PxtXt P Cu ¡ 0 for all t ¡ 0. In particular,
PxtσC   8u ¡ 0. It follows from Axioms I and II that if γ : R� ÞÑ T is
any continuous map with tx, zu � γpR�q for some z P C, then y P γpR�q
also. Therefore, by the sample path continuity of X, Pxtσy   8u ¡ 0 for this
particular choice of x. However, Remark 7.8 then gives that Pxtσy   8u ¡ 0
for all x P T . By Theorem 4.1.3 of [72] we have that points are regular for
themselves. That is, Pxtσx � 0u � 1 for all x P T .

7.5 Examples

Recall the the family of R–tree without ends pT, dq construction in Subsec-
tion 3.4.3 for a prime number p and constants r�, r� ¥ 1.
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In the notation of Subsection 3.4.3, define a Borel measure µ on E� as
follows. Write . . . ¤ w�1 ¤ w0 � 1 ¤ w1 ¤ w2 ¤ . . . for the possible values of
wp�, �q. That is, wk �

°k
i�0 r

i
� if k ¥ 0, whereas wk � 1 �°�k

i�0 r
i
� if k   0.

By construction, closed balls in E� all have diameters of the form 2�wk for
some k P Z and such a ball is the disjoint union of p balls of diameter 2�wk�1 .
We can, therefore, uniquely define µ by requiring that each closed ball of
diameter 2�wk has mass p�k. The measure µ is nothing but the (unique up
to constants) Haar measure on the locally compact Abelian group E�.

Applying Theorem 7.7, we see that X will be transient if and only if°
kPN0

p�krk
�   8, that is, if and only if r�   p. As we might have expected,

transience and recurrence are unaffected by the value of r�: Theorem 7.7
shows that transience and recurrence are features of the structure of T “near”
:, whereas r� only dictates the structure of the T “near” points of E�.

7.6 Triviality of the tail σ–field

Theorem 7.9. For all x P T the tail σ–field
�

s¥0 σtXt : t ¥ su is Px–trivial
(that is, consists of sets with Px–measure 0 or 1).

Proof. Fix x P T . By the continuity of the sample paths of X, σx|a � inftt ¡
0 : hpXtq � au. Because hpXq is a Brownian motion, this stopping time is
Px-a.s. finite. Put T0 :� 0 and Tk :� σx|phpxq�kq for k � 1, 2, . . . By the strong
Markov property we get that PxtT1   T2   � � �   8u � 1. Set Xkptq :�
XppTk � tq ^ Tk�1q for k � 0, 1, . . . Note that the tail σ-field in the statement
of the result can also be written as

�
k¥0 σtpT`, X`q : ` ¥ ku.

By the strong Markov property, the pairs ppTk�1 � Tk, XkqqkPN0 are in-
dependent. Moreover, by the spatial homogeneity of Brownian motion, the
random variables pTk�1 � TkqkPN0 are identically distributed. The result now
follows from Lemma 7.10 below. [\
Lemma 7.10. Let tpYn, ZnqunPN be a sequence of independent R�U–valued
random variables, where pU,Uq is a measurable space. Suppose further that
that the random variables Yn, n P N, have a common distribution. Put Wn :�
Y1 � . . .� Yn. Then the tail σ–field

�
mPN σtpWn, Znq : n ¥ mu is trivial.

Proof. Consider a real–valued random variable V that is measurable with
respect to the tail σ–field in the statement. For each m P N we have by
conditioning on σtWn : n ¥ mu and using Kolmogorov’s zero–one law that
there is a σtWn : n ¥ mu–measurable random variable V 1

m such that V 1
m � V

almost surely. Consequently, there is a random variable V 1 measurable with
respect to

�
mPN σtWn : n ¥ mu such that V 1 � V almost surely, and the

proof is completed by an application of the Hewitt–Savage zero–one law. [\
Definition 7.11. A function f P BpT � R�q (resp. f P BpT q) is said to be
space–time harmonic (resp. harmonic ) if 0 ¤ f   8 and Psfp�, tq � fp�, s�tq
(resp. Psf � f) for all s, t ¥ 0.



116 7 Diffusions on a R-tree without leaves: snakes and spiders

Remark 7.12. There does not seem to be a generally agreed upon convention
for the use of the term “harmonic”. It is often used for the analogous definition
without the requirement that the function is non–negative, and Ptfpxq �
PxrfpXtqs is sometimes replaced by PxrfpXτ qs for suitable stopping times τ .
Also, the terms invariant and regular are sometimes used.

The following is a standard consequence of the triviality of the tail σ–field
and irreducibility of the process, but we include a proof for completeness.

Corollary 7.13. There are no non–constant bounded space–time harmonic
functions (and, a fortiori, no non–constant bounded harmonic functions).

Proof. Suppose that f is a bounded space–time harmonic function. For each
x P T and s ¥ 0 the process pfpXt, s � tqqt¥0 is a bounded Px–martingale.
Therefore limtÑ8 fpXt, s�tq exists Px-a.s. and fpx, sq � PxrlimtÑ8 fpXt, s�
tqs � limtÑ8 fpXt, s� tq, Px-a.s., by the triviality of the tail. By the Markov
property and the fact that X has everywhere positive transition densities with
respect to ν we get that fps, xq � fpt, yq for ν-a.e. y for each t ¡ s, and it is
clear from this that f is a constant. [\
Remark 7.14. The conclusion of Corollary 7.13 for harmonic functions has
the following alternative probabilistic proof. By the arguments in the proof
of Theorem 7.9 we have that if n P Z is such that n   hpxq, then Pxtσx|n  
σx|pn�1q   σx|pn�2q   � � �   8u � 1. Suppose that f is a bounded harmonic
function. Then fpxq � PxrlimtÑ8 fpXtqs � limkÑ8 fpx|p�kqq. Now note for
each pair x, y P T that x|p�kq � y|p�kq for k P N sufficiently large.

7.7 Martin compactification and excessive functions

Suppose in this section that X is transient. Recall that f P BpT q is excessive
for pPtqt¥0 if 0 ¤ f   8, Ptf ¤ f , and limtÓ0 Ptf � f pointwise. Recall the

definition of harmonic function from Section 7.6. In this section we will obtain
an integral representation for the excessive and harmonic functions.

Fix x0 P T and define k : T � T Ñ R, the corresponding Martin kernel ,
by

kpx, yq :� gpx, yq
gpx0, yq �

³hpx^yq
�8 µtξ : ξ|b � y|bu�1 db³hpx0^yq
�8 µtξ : ξ|b � y|bu�1 db

�
³hpx^yq
�8 µtξ : ξ|b � x|bu�1 db³hpx0^yq
�8 µtξ : ξ|b � x0|bu�1 db

.

(7.10)

Note that the function k is continuous in both arguments and

0   Pxtσx0   8u ¤ kpx, yq � Pxtσy   8u
Px0tσy   8u ¤ Px0tσx   8u�1   8.
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We can follow the standard approach to constructing a Martin compactifi-
cation when there are well–behaved potential kernel densities (e.g. [94, 108]).
That is, we choose a countable, dense subset S � T and compactify T using
the sort of Stone–C̆ech–like procedure described in Section 3.4.2 to obtain
a metrizable compactification TM such that a sequence tynunPN � T con-
verges if and only if limn kpx, ynq exists for all x P T . We discuss the analytic
interpretation of the Martin compactification later in this section. We inves-
tigate the probabilistic features of the compactification and the connection
with Doob h-transforms in Section 7.8. We first show that TM coincides with
the compactification T of Section 3.4.2.

Proposition 7.15. The compact metric spaces T and TM are homeomorphic,
so that TM can be identified with T Y E. If we define

kpx, ηq :�
³hpx^ηq
�8 µtξ : ξ|b � η|bu�1 db³hpx0^ηq
�8 µtξ : ξ|b � η|bu�1 db

, x P T, η P T Y E�,

and kpx, :q � 1, then kpx, �q is continuous on T Y E. Moreover,

sup
xPB

sup
ηPTYE

kpx, ηq   8

for all balls B � T .

Proof. The rest of the proof will be almost immediate once we show for a
sequence tynunPN � T that limn kpx, ynq exists for all x P T if and only if
limn hpx^ ynq exists (in the extended sense) for all x P T .

It is clear that if limn hpx ^ ynq exists for all x P T , then limn kpx, ynq
exists for all x P T .

Suppose, on the other hand, that limn kpx, ynq exists for all x P T but
limn hpx1 ^ ynq does not exist for some x1 P T . Then we can find ε ¡ 0 and
a   hpx1q � ε such that x2 :� x1|a P T , lim infn hpx1 ^ ynq ¤ a � ε, and
lim supn hpx1^ynq ¥ a� ε. This implies that for any N P N there exists p, q ¥
N such that hpx2^ypq � hpx1^ypq and hpx2^yqq � a   a�ε{2   hpx1^yqq.
Thus, we obtain the contradiction

lim inf
n

kpx1, ynq
kpx2, ynq � lim inf

n

gpx1, ynq
gpx2, ynq � 1,

while

lim sup
n

kpx1, ynq
kpx2, ynq � lim sup

n

gpx1, ynq
gpx2, ynq

¥
³a�ε{2
�8 µtξ : ξ|b � x1|bu�1 db³a
�8 µtξ : ξ|b � x1|bu�1 db

¡ 1.

[\
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The following theorem essentially follows from results in [108], with most
of the work that is particular to our setting being the argument that the points
of E� are, in the terminology of [108], . Unfortunately, the standing assump-
tion in [108] is that the state–space is locally compact. The requirement for
this hypothesis can be circumvented using the special features of our process,
but checking this requires a fairly close reading of much of [108]. Later, more
probabilistic or measure–theoretic, approaches to the Martin boundary such
as [51, 74, 73, 86] do not require local compactness, but are rather less con-
crete and less pleasant to compute with. Therefore, we sketch the relevant
arguments.

Definition 7.16. An excessive function f is said to be a potential if

lim
tÑ8Ptf � 0.

(The term purely excessive function is also sometimes used.)

Theorem 7.17. If u is an excessive function, then there is a unique finite
measure γ on T � T Y E such that upxq � ³

TYE
kpx, ηq γpdηq, x P T . Fur-

thermore, u is harmonic (resp. a potential) if and only if γpT q � 0 (resp.
γpEq � 0).

Proof. From Theorem XII.17 in [43] there exists a sequence tfnunPN of
bounded non–negative functions such that Gfn is bounded for all n and
Gf1pxq ¤ Gf2pxq ¤ . . . ¤ Gfnpxq Ò upxq as nÑ8 for all x P T . Define a mea-
sure γn by γnpdyq :� gpx0, yqfnpyq νpdyq, so that Gfnpxq �

³
T
kpx, yq γnpdyq.

Note that γnpT q � Gfnpx0q ¤ upx0q   8. We can think of tγnunPN as a
sequence of finite measures on the compact space T with bounded total mass.
Therefore, there exists a subsequence pn`q`PN such that γ � lim` γn`

exists in
the topology of weak convergence of finite measures on T . By Proposition 7.15,
each of the functions kpx, �q is bounded and continuous, and so»

TYE

kpx, ηq γpdηq � lim
`

»
TYE

kpx, ηq γn`
pdηq

� lim
`

»
T

kpx, yq γn`
pdyq

� lim
`
Gfn`

pxq � upxq.

This completes the proof of existence. We next consider the the uniqueness
claim.

Note first of all that the set of excessive functions is a cone; that is, it
is closed under addition and multiplication by non-negative constants. This
cone has an associated strong order: we say that f ! g for two excessive
functions if g � f �h for some excessive function h. As remarked in XII.34 of
[43], for any two excessive functions f and g there is a greatest lower bound
excessive function h such that h ! f , h ! g and h1 ! h for any other excessive
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function h1 with h1 ! f and h1 ! g. There is a similarly defined least upper
bound. Moreover, if h and k are respectively the greatest lower bounds and
least upper bounds of two excessive functions f and g, then f � g � h � k.
Thus, the cone of excessive functions is a lattice in the strong order.

From Proposition 7.15, all excessive functions are bounded on balls and
a fortiori ν–integrable on balls. Thus, the excessive functions are a subset
of the separable, locally convex, topological vector space L1

locpT, νq of locally
ν-integrable functions equipped with the metrizable topology of L1pT, νq con-
vergence on balls.

Consider the convex set of excessive functions u such that upx0q � 1. Any
measure appearing in the representation of such a function u is necessarily a
probability measure. Given a sequence tununPN of such functions, we can, by
the weak compactness argument described above, find a subsequence pun`

q`PN
that converges bounded pointwise, and, therefore, also in L1

locpT, νq, to some
limit u. Thus, the set of excessive functions u such that upx0q � 1 is convex,
compact and metrizable.

An arbitrary excessive function is a non-negative multiple of an excessive
function u with upx0q � 1. Consequently, the cone of excessive functions is a
cone in a locally convex, separable, topological vector space with a compact
and metrizable base and this cone is a lattice in the associated strong order.
The Choquet uniqueness theorem – see Theorem X.64 of [43] – guarantees that
every excessive function u with upx0q � 1 can be represented uniquely as an
integral over the extreme points of the compact convex set of such functions.

Write kη for the excessive function kp�, ηq, η P TYE. The uniqueness claim
will follow provided we can show for all η P T Y E that the function kη is an
extreme point. That is, we must show that if kη �

³
TYE

kη1 γpdη1q for some
probability measure γ, then γ is necessarily the point mass at η.

Each of the functions ky, y P T , is clearly a potential. A direct calculation
using (7.4), which we omit, shows that if ξ P E, then αGαkξ � kξ for all
α ¡ 0, and this implies that kξ is harmonic. Thus, limtÑ8 Ptkη is either 0 or
kη depending on whether η P T or η P E. In particular, if kη �

³
TYE

kη1 γpdη1q,
then

lim
tÑ8Ptkη �

»
TYE

lim
tÑ8Ptkη1 γpdη1q �

»
E

kη1 γpdη1q.

Thus, γ must be concentrated on T if η P T and on E if η P E.
Suppose now for y P T that

kypxq �
»

T

ky1pxq γpdy1q

or, equivalently, that

gpx, yq
gpx0, yq �

»
T

gpx, y1q
gpx0, y1q γpdy

1q.

Thus, we have
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T

gpx, y1qπpdy1q �
»

T

gpx, y1q ρpdy1q

where π is the measure δy{gpx0, yq and ρ is the measure γ{gpx0, �q. Let gα be
the kernel corresponding to the operator G; that is,

Gfpxq �
»

T

gαpx, yqfpyq νpdyq.

It is straightforward to check that αGαG � G � Gα (this is just a special
instance of the resolvent equation). Thus»

T

gαpx, y1qπpdy1q �
»

T

gαpx, y1q ρpdy1q

and »
T

»
T

fpxqgαpx, y1qπpdy1q νpdxq �
»

T

»
T

fpxqgαpx, y1q ρpdy1q νpdxq

for any bounded continuous function f . Since gα is symmetric,»
T

fpxqgαpx, y1q νpdxq �
»

T

gαpy1, xqfpxq νpdxq.

Moreover,

α

»
T

gαpy1, xqfpxq νpdxq ¤ sup
xPT

|fpxq|

and
lim

αÑ8α
»

T

gαpy1, xqfpxq νpdxq � fpy1q

for all y1 P T . Thus,
³
T
fpy1qπpdy1q � ³

T
fpy1q ρpdy1q for any bounded contin-

uous function f , and π � ρ as required. The argument we have just given is
essentially a special case of the principle of masses – see, for example, Propo-
sition 1.1 of [75].

Similarly, suppose for some ξ P E� that kξpxq �
³
E
kξ1pxq γpdξq. For x P T

and a ¡ hpx^ ξq
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kξpxq ¥ PxrkξpXσξ|a
qs

� gpx, ξ|aq
gpξ|a, ξ|aqkpξ|a, ξq

�
³hpx^pξ|aqq
�8 µtζ : ζ|b � pξ|aq|bu�1 db³hpξ|aq
�8 µtζ : ζ|b � pξ|aq|bu�1 db

�
³hppξ|aq^ξq
�8 µtζ : ζ � ξ|bu�1 db³hpx0^ξq
�8 µtζ : ζ|b � ξ|bu�1 db

�
³hpx^ξq
�8 µtζ : ζ|b � ξ|bu�1 db³a
�8 µtζ : ζ|b � ξ|bu�1 db

�
³a
�8 µtζ : ζ � ξ|bu�1 db³hpx0^ξq

�8 µtζ : ζ|b � ξ|bu�1 db

� kξpxq.
Thus, kξpxq � PxrkξpXσξ|a

qs for all a sufficiently large. On the other hand, a
similar argument shows for ξ1 P E�ztξu that

kξ1pxq ¥ Pxrkξ1pXσξ|a
qs

and

Pxrkξ1pXσξ|a
qs �

³hpξ^ξ1q
�8 µtζ : ζ|b � ξ|bu�1 db³a
�8 µtζ : ζ|b � ξ|bu�1 db

kξ1pxq,

for sufficiently large a, where the right–hand side converges to 0 as aÑ 0. Sim-
ilarly, limaÑ8 Pxrk:pXσξ|a

qs � 0. This clearly shows that if kξ �
³
E
kξ1 γpdξ1q,

then γ cannot assign any mass to Eztξu. Uniqueness for the representation of
k: is handled similarly and the proof of the uniqueness claim is complete.

Lastly, the claim regarding representation of harmonic functions and po-
tentials is immediate from what we have already shown.

[\
Remark 7.18. Theorem 7.17 can be used as follows to give an analytic proof (in
the transient case) of the conclusion of Corollary 7.13 that bounded harmonic
functions are necessarily constant.

First extend the definition of the Green kernel g to T Y E by setting

gpη, ρq :� 2
» hpη^ρq

�8
µtζ : ζ|b � η|bu�1 db

� 2
» hpη^ρq

�8
µtζ : ζ|b � ρ|bu�1 db.

By Theorem 7.17, non–constant bounded harmonic functions exist if and
only if there is a non–trivial finite measure γ concentrated on E� such that
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sup
xPT

»
E�

kpx, ζq γpdζq   8. (7.11)

Note that for any ball B � E� of the form B � tζ P E� : ζ|hpx�q � x�u
for hpx�q ¥ hpx0q we have gpx0, ζq � gpx0, x

�q. Thus, by possibly replacing
the measure γ in (7.11) by its trace on a ball, we have that non–constant
bounded harmonic functions exist if and only if there is a probability measure
(that we also denote by γ) concentrated on a ball B � E� such that

sup
xPT

»
B

gpx, ζq γpdζq   8. (7.12)

Observe that gpξ|t, ζq increases monotonically to gpξ, ζq as tÑ 8 and so, by
monotone convergence, (7.12) holds if and only if

sup
ξPE�

»
B

gpξ, ζq γpdζq   8. (7.13)

It is further clear that if (7.13) holds, then»
B

»
B

gpξ, ζq γpdξq γpdζq   8. (7.14)

Suppose that (7.14) holds. For b P R write T γ
b for the subset of Tb consisting

of x P Tb such that γtξ P B : η|b � xu ¡ 0. In other words, T γ
b is the collection

of points of the form η|b for some η in the closed support of γ. Note that°
xPT γ

b
µtη : η|b � xu ¤ µpBq if 2�b is at most the diameter of B. Applying

Jensen’s inequality, we obtain the contradiction»
B

»
B

gpξ, ζq γpdξq γpdζq

� 2
» 8

�8

»
B

»
B

1tξ|b � ζ|bu
µtη : η|b � ξ|bu γpdξq γpdζq db

� 2
» 8

�8

»
B

γtη : η|b � ξ|bu
µtη : η|b � ξ|bu γpdξq db

¥ 2
» 8

�8

�»
B

µtη : η|b � ξ|bu
γtη : η|b � ξ|bu γpdξq

��1

db

� 2
» 8

�8

�� ¸
xPT γ

b

µtη : η|b � xu
γtη : η|b � xu γtη : η|b � xu

���1

db

� 8.

7.8 Probabilistic interpretation of the Martin
compactification

Suppose that X is transient and consider the harmonic functions kξ � kp�, ξq,
ξ P E�, introduced in Section 7.7 and the corresponding Doob h-transform
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laws Px
kξ

, x P T . That is, Px
kξ

, x P T , is the collection of laws of a Markov

process Xξ such that Px
kξ
rfpXξ

t qs � kξpxq�1PxrkξpXtqfpXtqs, f P bBpT q. The
following result says that the process Xξ can be thought of as “X conditioned
to converge to ξ.”

Theorem 7.19. For all x P T , Px
kξ
tlimtÑ8X

ξ
t � ξu � 1.

Proof. Note that Xξ has Green kernel kξpxq�1gpx, yqkξpyq   8. Thus, Xξ is
transient.

Now observe that limtÑ8X
ξ
t exists. This is so because, by compactness,

the limit exists along a subsequence and if two subsequences had different
limits then there would be a ball in T that was visited infinitely often –
contradicting transience.

Thus, it suffices to show that if a ¡ hpx ^ ξq, then Px
kξ
tσξ|a   8u � 1.

However, after some algebra,

Px
kξ
tσξ|a   8u � kξpxq�1PxrkξpXξ|aq1tσξ|a   8us

� 1
kpx, ξq

gpx, ξ|aq
gpξ|a, ξ|aqkpξ|a, ξq � 1.

[\
Remark 7.20. Recall that phpXtqqt¥0 is a standard Brownian motion under
Px. We can ask what phpXξ

t qqt¥0 looks like under Px
kξ

. Arguing as in the proof
of Theorem 7.24 below and using Girsanov’s theorem, we have under Px

kξ
that

hpXξ
t q � hpXξ

0 q �Wt �Dt,

where W is a standard Brownian motion and

Dt �
» t

0

�
1tXs ¤ ξu

µtζ : Xs ¤ ζu
�N�» hpXsq

�8

1
µtζ : Xs|b ¤ ζu db

�
ds.

In other words, when Xξ
t is not on the ray Rξ the height process hpXξ

t q evolves
as a standard Brownian motion, but when Xξ

t is on the ray Rξ :� tx P T :
x ¤ ξu the height experiences an added positive drift toward ξ.

7.9 Entrance laws

A probability entrance law for the semigroup pPtqt¥0 is a family pγtqt¡0 of
probability measures on T such that γsPt � γs�t for all s, t ¡ 0. Given
such a probability entrance law, we can construct on some probability space
pΩ,F ,Pq a continuous process that, with a slight abuse of notation, we denote
X � pXtqt¡0 such that Xt has law γt and X is a time–homogeneous Markov
process with transition semigroup pPtqt¥0.
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In this section we show that the only probability entrance laws are the
trivial ones (that is, there is no way to start the process “from infinity” in
some sense).

Theorem 7.21. If pγtqt¡0 is a probability entrance law for pPtqt¥0, then γt �
γ0Pt, t ¡ 0, for some probability measure γ0 on T .

Proof. Construct a Ray–Knight compactification pTR, ρq, say, as in Section17
of [128]. Write pP̄tqt¥0 and pḠαqα¡0 for the corresponding extended semigroup
and resolvent.

Construct X with one–dimensional distributions pγtqt¡0 and semigroup
pPtqt¥0 as described above. By Theorem 40.4 of [128], limtÓ0Xt exists in the
Ray topology, and if γ0 denotes the law of this limit, then γ0P̄t is concentrated
on T for all t ¡ 0 and γt is the restriction of γ0P̄t to T . We need, therefore,
to establish that γ0 is concentrated on T . Moreover, it suffices to consider
the case when γ0 is a point mass at some x0 P TR, so that limtÓ0Xt � x0

in the Ray topology. Note by Theorem 4.10 of [128] that the germ σ-field
F0� :� �

ε σtXt : 0 ¤ t ¤ εu is trivial under P in this case.
By construction of pPtqt¥0, the family obtained by pushing forward each γt

by the map h is an entrance law for standard Brownian motion on R. Because
Brownian motion is a Feller–Dynkin process, the only entrance laws for it are
the trivial ones pρQtqt¡0, where pQtqt¥0 is the semigroup of Brownian motion
and ρ is a probability measure on R. Thus, by the triviality F0�, there is a
constant h0 P R such that limtÓ0 hpXtq � h0, P-a.s.

As usual, regard functions on T as functions on TR by extending them to
be 0 on TRzT . For every f P bBpT q we have by Theorem 40.4 of [128] that
limtÓ0GαfpXtq � limtÓ0 ḠαfpXtq � Ḡαfpxq.

From (7.4),

Gαfpxq �
»

T

gαpx, yqfpyq νpdyq,
where

gαpx, yq :� 2
» hpx^yq

�8

expp�?2αphpxq � hpyq � 2bqq
µtξ : ξ|b � x|bu db

� 2
» hpx^yq

�8

expp�?2αphpxq � hpyq � 2bqq
µtξ : ξ|b � y|bu db.

(7.15)

It follows straightforwardly that limtÓ0 hpXt^yq exists for all y P T , P-a.s.,
and so, by the discussion in Section 3.4.2 and the triviality of F0�, there exists
η P T Y E such that hpηq ¤ h0 and limtÓ0 hpXt ^ yq � hpη ^ yq, P-a.s. Note,
in particular, that we actually have η P T Y t:u because hpηq   8. Moreover,
we conclude that» 8

0

e�αtγtpfq dt � Ḡαfpx0q

� 2
»

T

�» hpη^yq

�8

expp�?2αph0 � hpyq � 2bqq
µtξ : ξ|b � y|bu db

�
νpdyq
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for all f P bBpT q.
We cannot have η � :, because this would imply that γt is the null measure

for all t ¡ 0. If η P T and h0 � hpηq, then we have γt � δηPt.
We need, therefore, only rule out the possibility that η P T but hpηq   h0.

In this case we have» 8

0

e�αtγtpfq dt � exp
�
�
?

2αph0 � hpηqq
	 » 8

0

e�αtδηPtpfq dt

and so, by comparison of Laplace transforms, γt �
³t
0
δηPt�s κpdsq, where κ is

a certain stable– 1
2 distribution. In particular, γt has total mass κpr0, tsq   1

and is not a probability distribution. [\

7.10 Local times and semimartingale decompositions

Our aim in this section is to give a semimartingale decomposition for the
process Hξptq :� hpXt ^ ξq, t ¥ 0, for ξ P E�.

This result will be analogous to the classical Tanaka’s formula for a stan-
dard Brownian motion B that says

Bptq� � Bp0q� �
» t

0

1tBpsq ¡ 0u dBpsq � 1
2
`ptq,

where ` is the local time of the Brownian motion at 0. In other words, B�
is constant (at 0) over time intervals when B   0 and during time intervals
when B ¥ 0 it evolves like a standard Brownian motion except at 0 when it
gets an additive positive “kick” from the local time.

From the intuitive description of X in the Section 7.1, we similarly expect
Hξ to remain constant over time intervals when Xt is not in the ray Rξ :�
tx P T : x ¤ ξu. During time intervals when Xt is in Rξ we expect Hξ to
evolve as a standard Brownian motion except at branch points of T where
it receives negative “kicks” from a local time additive functional. Here the
magnitude of the kicks will be related to how much µ–mass is being lost to
the rays that are branching off from Rξ.

To make this description precise, we first need to introduce the appro-
priate local time processes and then use Fukushima’s stochastic calculus for
Dirichlet processes (in much the same way that Tanaka’s formula follows from
the standard Itô’s formula for Brownian motion). Unfortunately, this involves
appealing to quite a large body of material from [72], but it would have re-
quired lengthening this section considerably to state in detail the results that
we use.

We showed in Section 7.4 that Pxtσy   8u for any x, y P T . By Theorems
4.2.1 and 2.2.3 of [72], the point mass δy at any y P T belongs to the set
of measures S00. (See (2.2.10) of [72] for a definition of S00. Another way of
seeing that δy is in S00 is just to observe that supx gαpx, yq   8 for all α ¡ 0.)
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By Theorem 5.1.6 of [72] there exists for each y P T a strict sense positive
continuous additive functional Ly with Revuz measure δy. As usual, we call
Ly the local time at y.

Definition 7.22. Given ξ P E�, write mξ for the Radon measure on T that is
supported on the ray Rξ and for each a P R assigns mass µtζ P E� : ζ|a � ξ|au
to the set tξ|b : b ¥ au � tx P Rξ : hpxq ¥ au.
Remark 7.23. Note that mξ is a discrete measure that is concentrated on the
countable set of points of the form ξ ^ ζ for some ζ P E�ztξu (that is, on the
points where other rays branch from Rξ).

Theorem 7.24. For each ξ P E� and x P T the process Hξ has a semimartin-
gale decomposition

Hξptq � Hξp0q �Mξptq � 1
2

»
Rξ

Lyptqmξpdyq, t ¥ 0,

under Px, where Mξ is a continuous, square–integrable martingale with qua-
dratic variation

xMξyptq �
» t

0

1tXpsq ¤ ξu ds, t ¥ 0.

Moreover, the martingales Mξ and Mξ1 for ξ, ξ1 P E� have covariation

xMξ,Mξ1yt �
» t

0

1tXpsq ¤ ξ ^ ξ1u ds, t ¥ 0.

Proof. For ξ P E�, x P T , and A P N, set hξpxq � hpx ^ ξq and hA
ξ pxq �

p�Aq _ phpx^ ξq ^Aq.
It is clear that hA

ξ is in the domain D of the Dirichlet form E , with
∇hA

ξ pxq � 1tξ|p�Aq ¤ x ¤ ξ|Au. Given f P D, it follows from the prod-
uct rule that

2EphA
ξ f, h

A
ξ fq � EpphA

ξ q2, fq �
»

T

fpxq1tξ|p�Aq ¤ x ¤ ξ|Au νpdxq.

In the terminology of Section 3.2 of [72], the energy measure corresponding
to hA

ξ is νA
ξ pdxq :� 1tξ|p�Aq ¤ x ¤ ξ|Au νpdxq. A similar calculation shows

that the joint energy measure corresponding to a pair of functions hA
ξ and hA1

ξ1

is 1rtξ|p�Aq ¤ x ¤ ξ|Au X tξ1|p�A1q ¤ x ¤ ξ1|A1us νpdxq � pνA
ξ ^ νA1

ξ1 qpdxq in
the usual lattice structure on measures.

An integration by parts establishes that for any f P D we have

EphA
ξ , fq �

1
2

»
T

fpxq m̃A
ξ pdxq,

where
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m̃A
ξ :� mA

ξ � µtζ : ζ|p�Aq � ξ|p�Aquδξ|p�Aq � µtζ : ζ|A � ξ|Auδξ|A
with

mA
ξ pdxq :� 1tξ|p�Aq ¤ x ¤ ξ|Aumξpdxq.

Now νA
ξ is the Revuz measure of the strict sense positive continuous

additive functional
³t
0
1tξ|p�Aq ¤ Xpsq ¤ ξ|Au ds and νA

ξ ^ νA1

ξ1 is the
Revuz measure of the strict sense positive continuous additive functional³t
0
1rtξ|p�Aq ¤ Xpsq ¤ ξ|Au X tξ1|p�A1q ¤ Xpsq ¤ ξ1|A1us ds. A straight-

forward calculation shows that supx

³
gαpx, yqmA

ξ pdyq   8, and so mA
ξ P S00

is the Revuz measure of the strict sense positive continuous additive func-
tional

³
Rξ
LyptqmA

ξ pdyq (because the integral is just a sum, we do not need to
address the measurability of y ÞÑ Lyptqq.

Put HA
ξ ptq :� hA

ξ pXptqq, t ¥ 0. Theorem 5.2.5 of [72] applies to give that

HA
ξ ptq � HA

ξ p0q �MA
ξ ptq �

1
2

»
Rξ

Lyptq m̃A
ξ pdyq, t ¥ 0,

under Px for each x P T , where MA
ξ is a continuous, square–integrable mar-

tingale with quadratic variation

xMA
ξ yptq �

» t

0

1tξ|p�Aq ¤ Xpsq ¤ ξ|Au ds.

Moreover, the martingales MA
ξ and MA1

ξ1 for ξ, ξ1 P E� have covariation

xMA
ξ ,M

A1

ξ1 yptq

�
» t

0

1
�tξ|p�Aq ¤ Xpsq ¤ ξ|Au X tξ1|p�A1q ¤ Xpsq ¤ ξ1|A1u� ds.

In particular,

xMB
ξ �MA

ξ yptq

�
» t

0

1 rtξ|p�Bq ¤ Xpsq ¤ ξ|Buztξ|p�Aq ¤ Xpsq ¤ ξ|Aus ds
(7.16)

for A   B.
For each t ¥ 0 we have that HA

ξ psq � Hξpsq and
³
Rξ
Lypsq m̃A

ξ pdyq �³
Rξ
Lypsqmξpdyq for all 0 ¤ s ¤ t when A ¡ supt|Hξpsq| : 0 ¤ s ¤ tu, Px-a.s.

Therefore, there exists a continuous process Mξ such that MA
ξ psq �Mξpsq for

all 0 ¤ s ¤ t when A ¡ supt|Hξpsq| : 0 ¤ s ¤ tu, Px-a.s. It follows from (7.16)
that limAÑ8 Pxrsup0¤s¤t |MA

ξ psq�Mξpsq|2s � 0. By standard arguments, the
processes Mξ are continuous, square–integrable martingales with the stated
quadratic variation and covariation properties. [\
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Remark 7.25. There is more that can be said about the process Hξ. For in-
stance, given x P T and ξ P E� with x P Rξ and a ¡ hpxq, we can explicitly
calculate the Laplace transform of inftt ¡ 0 : Hξptq � au � σξ|a under Px.
We have

Pxrexpp�ασξ|aqs � gαpx, ξ|aq { gαpξ|a, ξ|aq,
where gα is given explicitly by (7.15). When X is transient, the distribution
of σξ|a has an atom at 8 and we have

Px

"
sup

0¤t 8
Hξptq ¥ a

*
� Pxtσξ|a   8u � gpx, ξ|aq { gpξ|a, ξ|aq.

By the strong Markov property, the càdlàg process pσξ|aqa¥hpxq has inde-
pendent (although, of course, non–stationary) increments under Px, with the
usual appropriate definition of this notion for non–decreasing RYt�8u–valued
processes.
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R–trees from coalescing particle systems

8.1 Kingman’s coalescent

Here is a quick description of Kingman’s coalescent (which we will hereafter
simply refer to as the coalescent). Let P denote the collection of partitions of
N. For n P N let Pn denote the collection of partitions of N¤n :� t1, 2, . . . , nu.
Write ρn for the natural restriction map from P onto Pn. Kingman [90] showed
that there was a (unique in law) P–valued Markov process Π such that for all
n P N the restricted process Πn :� ρn �Π is a Pn–valued, time–homogeneous
Markov chain with initial state Πnp0q the trivial partition tt1u, . . . , tnuu and
the following transition rates: if Πn is in a state with k blocks, then

• a jump occurs at rate
�
k
2

�
,

• the new state is one of the
�
k
2

�
partitions that can be obtained by merging

two blocks of the current state,
• and all such possibilities are equally likely.

Let Nptq denote the number of blocks of the partition Πptq. It was shown
in [90] that almost surely, Nptq   8 for all t ¡ 0 and the process N is a
pure–death Markov chain that jumps from k to k � 1 at rate

�
k
2

�
for k ¡ 1

(the state 1 is a trap). Therefore, the construction in Example 3.41 applies
to construct a compact R-tree from Π. Let pS, δq denote the corresponding
(random) ultrametric space that arises from looking at the closure of the leaves
(that is, N) in that tree, as in Example 3.41. We note that some properties of
the space pN, δq were considered explicitly in Section 4 of [10]. We will apply
Proposition B.3 to show that the Hausdorff and packing dimensions of S are
both 1 and that, in the terminology of [112] – see, also, [27, 113, 114] – the
space S is a.s. capacity–equivalent to the unit interval r0, 1s.
Theorem 8.1. Almost surely, the Hausdorff and packing dimensions of the
random compact metric space S are both 1. There exist random variables
C�, C�� such that almost surely 0   C� ¤ C��   8 and for every gauge
f
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C�Capf pr0, 1sq ¤ Capf pSq ¤ C��Capf pr0, 1sq.
Proof. We will apply Proposition B.3.

Note that σn :� inftt ¡ 0 : Nptq � nu is of the form τn�1 � τn�2 � . . .,
where the τk are independent and τk is exponential with rate

�
k
2

�
. Thus

Prσns � 2
pn� 1qn �

2
pn� 2qpn� 1q � � � � � 2

n
. (8.1)

It is easy to check that

lim
tÓ0

tNptq � lim
nÑ8σnNpσnq � lim

nÑ8σnn � 2, a.s.

– see, for example, the arguments that lead to Equation (35) in [18].
It was shown in [90] that almost surely for all t ¡ 0 the asymptotic block

frequencies

Fiptq :� lim
nÑ8n

�1
�� j P N¤n : j �Πptq Iiptq

(�� , 1 ¤ i ¤ Nptq,
exist and

F1ptq � � � � � FNptqptq � 1.

We claim that

lim
tÓ0

t�1
Nptq̧

i�1

Fiptq2 � 1, a.s. (8.2)

To see this, set Xn,i :� Fipσnq for n P N and 1 ¤ i ¤ n, and observe from
(8.1) that it suffices to establish

lim
nÑ8n

ņ

i�1

X2
n,i � 2, a.s. (8.3)

By the “paintbox” construction in Section 5 of [90] the random variable°n
i�1X

2
n,i has the same law as U2

p1q�pUp2q�Up1qq2�� � ��pUpn�1q�Upn�2qq2�
p1� Upn�1qq2, where Up1q ¤ . . . ¤ Upn�1q are the order statistics correspond-
ing to i.i.d. random variables U1, . . . , Un�1 that are uniformly distributed on
r0, 1s – see Figure 8.1 and Section 4.2 of [18] for an exposition from which
essentially this figure was taken with permission. By a classical result on the
spacings between order statistics of i.i.d. uniform random variables – see, for
example, Section III.3.(e) of [66] – the law of

°n
i�1X

2
n,i is the same as that of

p°n
i�1 T

2
i q{p

°n
i�1 Tiq2, where T1, . . . , Tn are i.i.d. mean one exponential ran-

dom variables.
Now for any 0   ε   1 we have, recalling PrT 2

i s � 2,

P

$&%
�

ņ

i�1

T 2
i

� M �
ņ

i�1

Ti

�2

¡ p1� εqp1� εq�22n�1

,.-
¤ P

#
ņ

i�1

�
T 2

i � PrT 2
i s
� ¡ 2εn

+
� P

#
ņ

i�1

pTi � PrTisq   �εn
+
.
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s1

0 1

s2

s3
t

V2 V3 V1

Fig. 8.1. Kingman’s description of the block frequencies in the coalescent. Let
V1, V2, . . . be independent random variables uniformly distributed on r0, 1s. For
σn ¤ t   σn�1 put Y1ptq � Vp1q, Y2ptq � Vp2q � Vp1q, . . . , Ynptq � 1 � Vpn�1q,
where Vp1q, . . . , Vpn�1q are the order statistics of V1, . . . Vn�1. Then, as set val-
ued processes, the block proportions ptF1ptq, . . . FNptqptquqt¥0 and the spacings
ptY1ptq, . . . YNptqptquqt¥0 have the same distribution.

A fourth moment computation and Markov’s inequality show that both terms
on the right–hand side are bounded above by cpεqn�2 for a suitable constant
cpεq. A similar bound holds for

P

$&%
�

ņ

i�1

T 2
i

� M �
ņ

i�1

Ti

�2

  p1� εqp1� εq�22n�1

,.- .

The claim (8.3) and, hence, (8.2) now follows by an application of the Borel–
Cantelli Lemma.

The proof is finished by an appeal to Proposition B.3 and the observation
there exist constants 0   c# ¤ c##   8 such that

c#
�» 1

0

fptq dt

�1

¤ Capf pr0, 1sq ¤ c##

�» 1

0

fptq dt

�1
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(this is described as “classical” in [113] and follows by arguments similar to
those used in Section 3 of that paper to prove a higher dimensional analogue
of this fact). [\

8.2 Coalescing Brownian motions

Let T denote the circle of circumference 2π. It is possible to construct a
stochastic process Z � pZ1ptq, Z2ptq, . . .q such that:

• each coordinate process Zi evolves as a Brownian motion on T with uni-
formly distributed starting point,

• until they collide, different coordinate processes evolve independently,
• after they collide, two coordinate processes follow the same evolution

– see, for example, [44]. We can then define a coalescing partition valued
process Π be declaring that i �Πptq j if Ziptq � Zjptq (that is, i and j are in
the same block of Πptq if the particles i and j have coalesced by times t). Let
Nptq denote the number of blocks of Πptq. We will show below that almost
surely Nptq   8 for all t ¡ 0, and the procedure in Example 3.41 gives a
R-tree with leaves corresponding to N and a compactification of N that we
will denote by pS, δq.

Our main result is the following.

Theorem 8.2. Amost surely, the random compact metric space pS, δq has
Hausdorff and packing dimensions both equal to 1

2 . There exist random vari-
ables K�,K�� such that 0   K� ¤ K��   8 and for every gauge f

K�Capf pC 1
2
q ¤ Capf pSq ¤ K��Capf pC 1

2
q,

where C 1
2

is the middle-1
2 Cantor set.

Remark 8.3. One of the assertions of the following result is that S is a.s.
capacity–equivalent to C 1

2
. Hence, by the results of [113], S is also a.s.

capacity–equivalent to the zero set of (one–dimensional) Brownian motion.

Before proving Theorem 8.2, we will need to do some preliminary compu-
tations to enable us to check the conditions of Proposition B.3.

Given a finite non–empty set A � T, let WA be a process taking values in
the space of finite subsets of T that describes the evolution of a finite set of
indistinguishable Brownian particles with the features that WAp0q � A and
that particles evolve independently between collisions but when two particles
collide they coalesce into a single particle.

Write O for the collection of open subsets of T that are either empty
or consist of a finite union of open intervals with distinct end–points. Given
B P O, define on some probability space pΣ,G,Qq an O–valued process V B ,
the annihilating circular Brownian motion as follows. The end–points of the
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constituent intervals execute independent Brownian motions on T until they
collide, at which point they annihilate each other. If the two colliding end–
points are from different intervals, then those two intervals merge into one
interval. If the two colliding end–points are from the same interval, then that
interval vanishes (unless the interval was arbitrarily close to T just before the
collision, in which case the process takes the value T). The process is stopped
when it hits the empty set or T.

We have the following duality relation between WA and V B . An analogous
result for the coalescing Brownian flow on R is on p18 of [22].

Proposition 8.4. For all finite, non–empty subsets A � T, all sets B P O,
and all t ¥ 0,

PtWAptq � Bu � QtA � V Bptqu.
Proof. For N P N, let ZN :� t0, 1, . . . N � 1u denote the integers modulo

N . Let Z
1
2
N :� t 1

2 ,
3
2 , . . . ,

2N�1
2 u denote the half–integers modulo N . A non-

empty subset D of ZN can be (uniquely) decomposed into “intervals”: an
interval of D is an equivalence class for the equivalence relation on the points
of D defined by x � y if and only if x � y, tx, x � 1, . . . , y � 1, yu � D,
or ty, y � 1, . . . , x � 1, xu � D (with all arithmetic modulo N). Any interval

other than ZN itself has an associated pair of (distinct) “end–points” in Z
1
2
N :

if the interval is ta, a� 1, . . . , b� 1, bu, then the corresponding end–points are
a� 1

2 and b� 1
2 (with all arithmetic modulo N). Note that the end–points of

different intervals of D are distinct.
For C � ZN , let WC

N be a process on some probability space pΩ1,F 1,P1q
taking values in the collection of non–empty subsets of ZN that is defined in
the same manner as WA, with Brownian motion on T replaced by simple,
symmetric (continuous time) random walk on ZN (that is, by the continuous
time Markov chain on ZN that only makes jumps from x to x � 1 or x to
x � 1 at a common rate λ ¡ 0 for all x P ZN ). For D � ZN , let V D

N be
a process taking values in the collection of subsets of ZN that is defined on
some probability space pΣ1,G1,Q1q in the same manner as V B , with Brownian
motion on T replaced by simple, symmetric (continuous time) random walk

on Z
1
2
N (with the same jump rate λ as in the definition of WC

N ). That is,

end–points of intervals evolve as annihilating random walks on Z
1
2
N .

The proposition will follow by a straightforward weak limit argument if we
can show the following duality relationship between the coalescing “circular”
random walk WC

N and the annihilating “circular” random walk V D
N :

P1tWC
N ptq � Du � Q1tC � V D

N ptqu (8.4)

for all non–empty subsets of C � ZN , all subsets of D � ZN , and all t ¥ 0.
It is simple, but somewhat tedious, to establish (8.4) by a generator cal-

culation using the usual generator criterion for duality – see, for example,
Corollary 4.4.13 of [56]. However, as Tom Liggett pointed out to us, there
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is an easier route. A little thought shows that V D
N is nothing other than the

(simple, symmetric) voter model on ZN . The analogous relationship between
the annihilating random walk and the voter model on Z due to [124] is usually
called the border equation – see Section 2 of [32] for a discussion and further
references. The relationship (8.4) is then just the analogue of the usual duality
between the voter model and coalescing random walk on Z and it can be es-
tablished in a similar manner by Harris’s graphical method (again see Section
2 of [32] for a discussion and references and Figure 8.2 for an illustration).

0     1     1      0    0     0     0     1       1      0      1      1     1      1       0      1

Fig. 8.2. The graphical construction of the (symmetric, nearest neighbor) voter
model on Z16. Time proceeds up the page. The initial configuration is at the bottom
of the diagram. Horizontal arrows issue from each site at rate λ, and are equally likely
to point left or right. The state of the site at the head of an arrow is changed to the
current state of the site at the tail. Arrows wrap around modulo 16. Going forwards
in time, the boundaries between blocks of 0s and blocks of 1s execute a family of
continuous time annihilating simple random walks. By reversing the direction of the
vertical and horizontal arrows, it is possible to trace back from some location in
space and time to the ultimate origin at time 0 of the state at that location. The
resulting history is a continuous time simple random walk. Any two such histories
evolve independently until they collide, after which they coalesce.

[\
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Define a set–valued processes W rns, n P N, and W by

W rnsptq :� tZ1ptq, Z2ptq, . . . , Znptqu � T, t ¥ 0,

and
W ptq :� tZ1ptq, Z2ptq, . . .u � T, t ¥ 0.

Thus, W r1sptq � W r2sptq � . . .,
�

nPN W
rnsptq � W ptq, and the cardinality of

W ptq is Nptq, the number of blocks in the partition Πptq.
Corollary 8.5. For t ¡ 0,

P rNptq s � 1� 2
¸
nPN

exp
�
�
�n

2

	2

t



  8

and
lim
tÓ0

t
1
2 P rNptq s � 2

?
π.

Proof. Note that if B is a single open interval (so that for all t ¥ 0 the set
V Bptq is either an interval or empty) and we let Lptq denote the length of
V Bptq, then L is a Brownian motion on r0, 2πs with infinitesimal variance 2
that is stopped at the first time it hits t0, 2πu.

Now, for M P N and 0 ¤ i ¤M�1 we have from the translation invariance
of Z and Proposition 8.4 that

P
!
W rnsptq X r2πi{M, 2πpi� 1q{M s � H

)
� 1� P

!
W rnsptq �s0, 2πpM � 1q{M r

)
� 1� P

!
W rnsp0q � V s0,2πpM�1q{Mrptq

)
,

where we take the annihilating process V s0,2πpM�1q{Mr to be defined on the
same probability space pΩ,F ,Pq as the process Z that was used to construct
W rns and W , and we further take the processes V s0,2πpM�1q{Mr and Z to be
independent. Thus,

P tW ptq X r2πi{M, 2πpi� 1q{M s � Hu
� 1� P

!
V s0,2πpM�1q{Mrptq � T

)
� 1� P̃

!
τ̃ ¤ 2t, B̃pτ̃q � 2π | B̃p0q � 2πpM � 1q{M

)
,

where B̃ is a standard one–dimensional Brownian motion on some probability
space pΩ̃, F̃ , P̃q and τ̃ � infts ¥ 0 : B̃psq P t0, 2πuu.

By Theorem 4.1.1 of [91] we have
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P r |W ptq| s

� lim
MÑ8

P

�
M�1¸
i�0

1 tW ptq X r2πi{M, 2πpi� 1q{M s � Hu
�

� lim
MÑ8

M
�

1� P̃
!
τ̃ ¤ 2t, B̃pτ̃q � 2π | B̃p0q � 2πpM � 1q{M

)	
� 1� lim

MÑ8
M

2
π

¸
nPN

p�1qn
n

sin
�
nπ

�
M � 1
M




exp

�
�
�n

2

	2

t



� 1� 2

¸
nPN

exp
�
�
�n

2

	2

t



� θ

�
t

4π



  8,

where

θpuq :�
8̧

n��8
expp�πn2uq (8.5)

is the Jacobi theta function (we refer the reader to [31] for a survey of many of
the other probabilistic interpretations of the theta function). The proof is com-
pleted by recalling that θ satisfies the functional equation θpuq � u�

1
2 θpu�1q

and noting that limuÑ8 θpuq � 1. [\
For t ¡ 0 the random partition Πptq is exchangeable with a finite number

of blocks. Let 1 � I1ptq   I2ptq   . . .   INptqptq be the list in increasing
order of the minimal elements of the blocks of Πptq. Results of Kingman –
see Section 11 of [11] for a unified account – and the fact that Π evolves by
pairwise coalescence of blocks give that P–a.s. for all t ¡ 0 the asymptotic
frequencies

Fiptq � lim
nÑ8n

�1|tj P N¤n : j �Πptq Iiptqu|

exist for 1 ¤ i ¤ Nptq and F1ptq � � � � � FNptqptq � 1.

Lemma 8.6. Almost surely,

lim
tÓ0

t�
1
2

Nptq̧

i�1

Fiptq2 � 2
π3{2 .

Proof. Put Tij :� inftt ¥ 0 : Ziptq � Zjptqu for i � j. Observe that

P

��Nptq̧

i�1

Fiptq2
�� � P

�
lim

nÑ8
1
n2

ņ

i�1

ņ

k�1

1
 
j �Πptq k

(�
� Pt1 �Πptq 2u
� PtT12 ¤ tu.
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From Theorem 4.1.1 of [91] we have

PtT12 ¤ tu

� 1
2π

» 2π

0

1� 4
π

¸
nPN

sin
� p2n� 1qx

2



1

2n� 1
exp

�
�
�

2n� 1
2


2

t

�
dx

� 8
π2

¸
nPN

1
p2n� 1q2

#
1� exp

�
�
�

2n� 1
2


2

t

�+

� 2
π2

» t

0

¸
nPN

exp

�
�
�

2n� 1
2


2

s

�
ds

� 2
π2

» t

0

1
2

# 8̧

n��8
exp

�
�n2 s

4

	
�

8̧

n��8
exp

��n2s
�+

ds

� 1
π2

» t

0

!
θ
� s

4π

	
� θ

� s
π

	)
ds,

where θ is again the Jacobi theta function defined in (8.5). By the properties
of θ recalled after (8.5),

lim
tÓ0

t�
1
2 P

��Nptq̧

i�1

Fiptq2
�� � lim

tÓ0
t�

1
2 PtT12 ¤ tu � 2

π3{2 . (8.6)

Now

P

���
��Nptq̧

i�1

Fiptq2
�2

���
� P

�
lim

nÑ8
1
n4

ņ

i1�1

ņ

i2�1

ņ

i3�1

ņ

i4�1

1
 
i1 �Πptq i2, i3 �Πptq i4

(�
� Pt1 �Πptq 2, 3 �Πptq 4u,

and so

Var

��Nptq̧

i�1

Fiptq2
�� Pt1 �Πptq 2, 3 �Πptq 4u � PtT12 ¤ tu2

� Pt1 �Πptq 2, 3 �Πptq 4u � PtT12 ¤ t, T23 ¤ tu.
(8.7)

Observe that

PtT12 ¤ t, T34 ¤ t, T13 ¡ t, T14 ¡ t, T23 ¡ t, T24 ¡ tu
¤ Pt1 �Πptq 2, 3 �Πptq 4, |W r4sptq| � 1u
¤ PtT12 ¤ t, T34 ¤ tu
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and

PtT12 ¤ t, T34 ¤ tu � PtT12 ¤ t, T34 ¤ t, T13 ¡ t, T14 ¡ t, T23 ¡ t, T24 ¡ tu
¤

¸
i�1,2

¸
j�3,4

PtT12 ¤ t, T34 ¤ t, Tij ¤ tu.

Thus

Var

��Nptq̧

i�1

Fiptq2
�¤ Pt1 �Πptq 2 �Πptq 3 �Πptq 4u

�
¸

i�1,2

¸
j�3,4

PtT12 ¤ t, T34 ¤ t, Tij ¤ tu.
(8.8)

Put Dij :� |Zip0q � Zjp0q|. We have

Pt1 �Πptq 2 �Πptq 3 �Πptq 4u
� PtT12 ¤ t, T13 ^ T23 ¤ t, T14 ^ T24 ^ T34 ¤ tu

� P
�
tT12 ¤ t, T13 ^ T23 ¤ t, T14 ^ T24 ^ T34 ¤ tu

z tD12 ¤ t
2
5 , pD13 ^D23q ¤ t

2
5 , pD14 ^D24 ^D34q ¤ t

2
5 u



� PtD12 ¤ t
2
5 , pD13 ^D23q ¤ t

2
5 , pD14 ^D24 ^D34q ¤ t

2
5 u

¤
¸

1¤i j¤4

PtTij ¤ t, Dij ¡ t
2
5 u � P

"
max

1¤i j¤4
Dij ¤ 3t

2
5

*
,

(8.9)

where we have appealed to the triangle inequality in the last step. Because
2
5   1

2 , an application of the reflection principle and Brownian scaling certainly
gives that the probability PtTij ¤ t, Dij ¡ t

2
5 u is optαq as t Ó 0 for any α ¡ 0.

Moreover, by the translation invariance of m (the common distribution of the
Zip0q), the second term in the rightmost member of (8.9) is at most

Pt|Z2p0q � Z1p0q| ¤ 3t
2
5 , |Z3p0q � Z1p0q| ¤ 3t

2
5 , |Z4p0q � Z1p0q| ¤ 3t

2
5 u

� Pt|Z2p0q| ¤ 3t
2
5 , |Z3p0q| ¤ 3t

2
5 , |Z4p0q| ¤ 3t

2
5 u

� ct
6
5 ,

for a suitable constant c when t is sufficiently small. Therefore,

Pt1 �Πptq 2 �Πptq 3 �Πptq 4u
� PttT12 ¤ t, T13 ^ T23 ¤ t, T14 ^ T24 ^ T34 ¤ tu
� Opt 6

5 q, as t Ó 0.

(8.10)

A similar argument establishes that
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PtT12 ¤ t, T34 ¤ t, Tij ¤ tu � Opt 6
5 q, as t Ó 0, (8.11)

for i � 1, 2 and j � 3, 4.
Substituting (8.10) and (8.11) into (8.8) gives

Var

��Nptq̧

i�1

Fiptq2
�� Opt 6

5 q, as t Ó 0.

This establishes the desired result when combined with the expectation cal-
culation (8.6), Chebyshev’s inequality, a standard Borel–Cantelli argument,
and the monotonicity of

°Nptq
i�1 Fiptq2. [\

We may suppose that on our probability space pΩ,F ,Pq there is a sequence
B1, B2, . . . of i.i.d. one–dimensional standard Brownian motions with initial
distribution the uniform distribution on r0, 2πs and that Zi is defined by
setting Ziptq to be the image of Biptq under the usual homomorphism from
R onto T. For n P N and 0 ¤ j ¤ 2n � 1, let In,j

1 ¤ In,j
2 ¤ . . . be a list in

increasing order of the set of indices ti P N : Bip0q P r2πj{2n, 2πpj � 1q{2nru.
Put Bn,j

i :� BIn,j
i

and Zn,j
i :� ZIn,j

i
. Thus, pBn,j

i qiPN is an i.i.d. sequence of

standard R–valued Brownian motions and pZn,j
i qiPN is an i.i.d. sequence of

standard T–valued Brownian motions. In each case the corresponding initial
distribution is uniform on r2πj{2n, 2πpj � 1q{2nr. Moreover, for n P N fixed
the sequences pBn,j

i qiPN are independent as j varies and the same is true of
the sequences pZn,j

i qiPN.
Let W (resp. Wn,j , Wn,j) be the coalescing system defined in terms of

pBiqiPN (resp. pBn,j
i qiPN, pZn,j

i qiPN) in the same manner that W is defined in
terms of pZiqiPN.

It is clear by construction that

Nptq � |W ptq| ¤
2n�1¸
i�0

|Wn,iptq| ¤
2n�1¸
i�0

|Wn,iptq|, t ¡ 0, n P N. (8.12)

Lemma 8.7. The expectation Pr |W p1q| s is finite.

Proof. There is an obvious analogue of the duality relation Proposition 8.4
for systems of coalescing and annihilating one–dimensional Brownian motions.
Using this duality and arguing as in the proof of Corollary 8.5, it is easy to
see that, letting L̄ and Ū be two independent, standard, real-valued Brownian
motions on some probability space pΩ̄, F̄ , P̄q with L̄p0q � Ūp0q � 0,
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Pr|W p1q|s

� lim
MÑ8

8̧

i��8
P tW p1q X r2πi{M, 2πpi� 1q{M s � Hu

� lim
MÑ8

8̧

i��8
P̄
"

min
0¤t¤1

�pŪptq � 2πpi� 1q{Mq � pL̄ptq � 2πi{Mq� ¡ 0,

rL̄p1q � 2πi{M, Ūp1q � 2πpi� 1q{M s X r0, 2πs � H
*

¤ lim sup
MÑ8

c1M P̄
�
1
"

min
0¤t¤1

�
Ūptq � L̄ptq� ¡ �2π{M

* �
Ūp1q � L̄p1q � c2

��
for suitable constants c1 and c2. Noting that pŪ� L̄q{?2 is a standard Brown-
ian motion, the result follows from a straightforward calculation with the joint
distribution of the minimum up to time 1 and value at time 1 of such a process
– see, for example, Corollary 30 in Section 1.3 of [70]. [\
Proposition 8.8. Almost surely,

0   lim inf
tÓ0

t
1
2Nptq ¤ lim sup

tÓ0
t

1
2Nptq   8.

Proof. By the Cauchy–Schwarz inequality,

1 �
��Nptq̧

i�1

Fiptq
�2

¤ Nptq
Nptq̧

i�1

Fiptq2.

Hence, by Lemma 8.6,

lim inf
tÓ

t
1
2Nptq ¥ π

3
2

2
, P� a.s.

On the other hand, for each n P N, |Wn,ip2�2nq|, i � 0, . . . , 2n � 1, are
i.i.d. random variables that, by Brownian scaling, have the same distribution
as |W p1q|. By (8.12),

t
1
2Nptq ¤ 1

2n�1

2n�1¸
i�0

|Wn,ip2�2nq|

for 2�2n   t ¤ 2�2pn�1q. An application of Lemma 8.7 and the following
strong law of large numbers for triangular arrays completes the proof. [\
Lemma 8.9. Consider a triangular array tXn,i : 1 ¤ i ¤ 2n, n P Nu of identi-
cally distributed, real–valued, mean zero, random variables on some probability
space pΩ,F ,Pq such that the collection tXn,i : 1 ¤ i ¤ 2nu is independent for
each n P N. Then

lim
nÑ8 2�n pXn,1 � � � � �Xn,2nq � 0, P� a.s.
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Proof. This sort of result appears to be known in the theory of complete
convergence . For example, it follows from the much more general Theorem
A in [23] by taking Nn � 2n and ψptq � 2t in the notation of that result – see
also the Example following that result. For the sake of completeness, we give
a short proof that was pointed out to us by Michael Klass.

Let tYn : n P Nu be an independent identically distributed sequence with
the same common distribution as the Xn,i. By the strong law of large numbers,
for any ε ¡ 0 the probability that |Y1 � � � � � Y2n | ¡ ε2n infinitely often is
0. Therefore, by the triangle inequality, for any ε ¡ 0 the probability that
|Y2n�1 � � � � � Y2n�1 | ¡ ε2n infinitely often is 0; and so, by the Borel–Cantelli
lemma for sequences of independent events,¸

n

Pt|Y2n�1 � � � � � Y2n�1 | ¡ ε2nu   8

for all ε ¡ 0. The last sum is also¸
n

Pt|Xn,1 � � � � �Xn,2n | ¡ ε2nu,

and an application of the “other half” of the Borel–Cantelli lemma for possibly
dependent events establishes that for all ε ¡ 0 the probability of |Xn,1�� � ��
Xn,2n | ¡ ε2n infinitely often is 0, as required. [\

We can now give the proof of Theorem 8.2. Proposition 8.8 and Lemma 8.6
verify the conditions of Proposition B.3. The proof is then completed using
Equation (10) of [113] that gives upper and lower bounds on the capacity of
C 1

2
in an arbitrary gauge.





9

Subtree prune and re-graft

9.1 Background

As we mentioned in Chapter 1, Markov chains that move through a space of
finite trees are an important ingredient in several algorithms in phylogenetic
analysis, and one standard set of moves that is implemented in several phy-
logenetic software packages is the set of subtree prune and re-graft (SPR)
moves.

In an SPR move, a binary tree T (that is, a tree in which all non-leaf
vertices have degree three) is cut “in the middle of an edge” to give two
subtrees, say T 1 and T 2. Another edge is chosen in T 1, a new vertex is created
“in the middle” of that edge, and the cut edge in T 2 is attached to this new
vertex. Lastly, the “pendant” cut edge in T 1 is removed along with the vertex
it was attached to in order to produce a new binary tree that has the same
number of vertices as T – see Figure 9.1.

In this chapter we investigate the asymptotics of the simplest possible tree-
valued Markov chain based on the SPR moves, namely the chain in which the
two edges that are chosen for cutting and for re-attaching are chosen uniformly
(without replacement) from the edges in the current tree. Intuitively, the
continuous time Markov process we discuss arises as limit when the number
of vertices in the tree goes to infinity, the edge lengths are re-scaled by a
constant factor so that initial tree converges in a suitable sense to a continuous
analogue of a combinatorial tree (more specifically, a compact real tree), and
the time scale of the Markov chain is sped up by an appropriate factor. We
do not, in fact, prove such a limit theorem. Rather, we use Dirichlet form
techniques to establish the existence of a process that has the dynamics we
would expect from such a limit.

The process we construct has as its state space the set of pairs pT, νq,
where T is a compact real tree and ν is a probability measure on T . Let
µ be the length measure associated with T . Our process jumps away from
T by first choosing a pair of points pu, vq P T � T according to the rate
measure µ b ν and then transforming T into a new tree by cutting off the
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b
a

y

b
c

x
a

c

Fig. 9.1. A subtree prune and re-graft operation

subtree rooted at u that does not contain v and re-attaching this subtree at
v. This jump kernel (which typically has infinite total mass – so that jumps
are occurring on a dense countable set) is precisely what we would expect
for a limit (as the number of vertices goes to infinity) of the particular SPR
Markov chain on finite trees described above in which the edges for cutting
and re-attachment are chosen uniformly at each stage. The limit process is
reversible with respect to the distribution of Brownian CRT weighted with the
probability measure that comes from the push-forward of Lebesgue measure
on r0, 1s as in Example 4.39.

For R-trees arising from an excursion path, the counterpart of an SPR
move is the excision and re-insertion of a sub-excursion. Figure 9.2 illustrates
such an operation.

We follow the development of [65] in this chapter.

9.2 The weighted Brownian CRT

Consider the Itô excursion measure for excursions of standard Brownian mo-
tion away from 0. This σ-finite measure is defined subject to a normalization
of Brownian local time at 0, and we take the usual normalization of local
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u v

*# #

*

#

*

Fig. 9.2. A subtree prune and re-graft operation on an excursion path: the excursion
starting at time u in the top picture is excised and inserted at time v, and the
resulting gap between the two points marked # is closed up. The two points marked
# (resp. �) in the top (resp. bottom) picture correspond to a single point in the
associated real tree.

times at each level that makes the local time process an occupation density
in the spatial variable for each fixed value of the time variable. The excursion
measure is the sum of two measures, one that is concentrated on non-negative
excursions and one that is concentrated on non-positive excursions. Let N be
the part that is concentrated on non-negative excursions. Thus, in the nota-
tion of Example 3.14, N is a σ-finite measure on the space of excursion paths
U , where we equip U with the σ-field U generated by the coordinate maps.

Define a map v : U Ñ U1 by e ÞÑ epζpeq�q?
ζpeq . Then

PpΓ q :� Ntv�1pΓ q X te P U : ζpeq ¥ cuu
Nte P U : ζpeq ¥ cu , Γ P U ,

does not depend on c ¡ 0 – see, for example, Exercise 12.2.13.2 in [117]. The
probability measure P is called the law of normalized non-negative Brownian
excursion. We have

Nte P U : ζpeq P dcu � dc
2
?

2πc3
(9.1)
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and, defining Sc : U1 Ñ U c by

Sce :� ?
cep�{cq (9.2)

we have »
NpdeqGpeq �

» 8

0

dc
2
?

2πc3

»
U1

PpdeqG pSceq (9.3)

for a non-negative measurable function G : U Ñ R.
Recall from Example 4.39 how each e P U1 is associated with a

weighted compact R-tree pTe, dTe
, νTe

q. Let P be the probability measure on
pTwt, dGHwtq that is the push-forward of the normalized excursion measure
by the map e ÞÑ pT2e, dT2e , νT2eq, where 2e P U1 is just the excursion path
t ÞÑ 2eptq.

Thus, the probability measure P is the distribution of an object consist-
ing of the Brownian CRT equipped with its natural weight. Recall that the
Brownian continuum random tree arises as the limit of a uniform random tree
on n vertices when nÑ8 and edge lengths are rescaled by a factor of 1{?n.
The associated weight on each realization of the continuum random tree is
the probability measure that arises in this limiting construction by taking
the uniform probability measure on realizations of the approximating finite
trees. Therefore, the probability measure P can be viewed informally as the
“uniform distribution” on pTwt, dGHwtq.

9.3 Campbell measure facts

For the purposes of constructing the Markov process that is of interest to us,
we need to understand picking a random weighted tree pT, dT , νT q according
to the continuum random tree distribution P, picking a point u according to
the length measure µT and another point v according to the weight νT , and
then decomposing T into two subtrees rooted at u – one that contains v and
one that does not (we are being a little imprecise here, because µT will be an
infinite measure, P almost surely).

In order to understand this decomposition, we must understand the
corresponding decomposition of excursion paths under normalized excur-
sion measure. Because subtrees correspond to sub-excursions and because
of our observation in Example 4.34 that for an excursion e the length
measure µTe on the corresponding tree is the push-forward of the measure³
Γe

dsbda 1
s̄pe,s,aq�spe,s,aqδspe,s,aq by the quotient map, we need to understand

the decomposition of the excursion e into the excursion above a that strad-
dles s and the “remaining” excursion when when e is chosen according to the
standard Brownian excursion distribution P and ps, aq is chosen according to
the σ-finite measure dsb da 1

s̄pe,s,aq�spe,s,aq on Γe – see Figure 9.3.
Given an excursion e P U and a level a ¥ 0 write:

• ζpeq :� inftt ¡ 0 : eptq � 0u for the “length”of e,



9.3 Campbell measure facts 147

(s,a)

Fig. 9.3. The decomposition of the excursion e in the top picture into the excursion
ês,a above level a that straddles time s in the middle picture and the “remaining”
excursion ěs,a in the bottom picture.

• `at peq for the local time of e at level a up to time t,
• eÓa for e time-changed by the inverse of t ÞÑ ³t

0
ds 1tepsq ¤ au (that is, eÓa

is e with the sub-excursions above level a excised and the gaps closed up),
• `at peÓaq for the local time of eÓa at the level a up to time t,
• UÒapeq for the set of sub-excursion intervals of e above a (that is, an

element of UÒapeq is an interval I � rgI , dI s such that epgIq � epdIq � a
and eptq ¡ a for gI   t   dI),

• N Òapeq for the counting measure that puts a unit mass at each point
ps1, e1q, where, for some I P UÒapeq, s1 :� `agI

peq is the amount of local time
of e at level a accumulated up to the beginning of the sub-excursion I and
e1 P U is given by

e1ptq �
#
epgI � tq � a, 0 ¤ t ¤ dI � gI ,

0, t ¡ dI � gI ,

is the corresponding piece of the path e shifted to become an excursion
above the level 0 starting at time 0,

• ês,a P U and ěs,a P U , for the subexcursion “above” ps, aq P Γe, that is,
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ês,aptq :�
#
epspe, s, aq � tq � a, 0 ¤ t ¤ s̄pe, s, aq � spe, s, aq,

0, t ¡ s̄pe, s, aq � spe, s, aq,

respectively “below” ps, aq P Γe, that is,

ěs,aptq :�
#

eptq, 0 ¤ t ¤ spe, s, aq,
ept� s̄pe, s, aq � spe, s, aqq, t ¡ spe, s, aq.

• σa
s peq :� inftt ¥ 0 : `at peq ¥ su and τa

s peq :� inftt ¥ 0 : `at peq ¡ su,
• ẽs,a P U for e with the interval sσa

s peq, τa
s peqr containing an excursion above

level a excised, that is,

ẽs,aptq :�
#
eptq, 0 ¤ t ¤ σa

s peq,
ept� τa

s peq � σa
s peqq, t ¡ σa

s peq.

The following path decomposition result under the σ-finite measure N
is preparatory to a decomposition under the probability measure P, Corol-
lary 9.2, that has a simpler intuitive interpretation.

Proposition 9.1. For non-negative measurable functions F on R� and G,H
on U , »

Npdeq
»

Γe

dsb da
s̄pe, s, aq � spe, s, aqF pspe, s, aqqGpê

s,aqHpěs,aq

�
»

Npdeq
» 8

0

da
»
N Òapeqpdps1, e1qqF pσa

s1peqqGpe1qHpẽs1,aq

� NrGs N
�
H

» ζ

0

dsF psq�.
Proof. The first equality is just a change in the order of integration and has
already been remarked upon in Example 4.34.

Standard excursion theory – see, for example, [119, 117, 29] – says that
under N, the random measure e ÞÑ N Òapeq conditional on e ÞÑ eÓa is a Poisson
random measure with intensity measure λÓapeqbN, where λÓapeq is Lebesgue
measure restricted to the interval r0, `a8peqs � r0, 2`a8peÓaqs.

Note that ẽs1,a is constructed from eÓa and N Òapeq � δps1,e1q in the same
way that e is constructed from eÓa and N Òapeq. Also, σa

s1pẽs1,aq � σa
s1peq.

Therefore, by the Campbell–Palm formula for Poisson random measures –
see, for example, Section 12.1 of [41] –
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Npdeq

» 8

0

da
»
N Òapeqpdps1, e1qqF pσa

s1peqqGpe1qHpẽs1,aq

�
»

Npdeq
» 8

0

da N
� »

N Òapeqpdps1, e1qqF pσa
s1peqqGpe1qHpẽs1,aq

��� eÓa�
�

»
Npdeq

» 8

0

da NrGsN
�! » `a

8peq

0

ds1 F pσa
s1peqq

)
H

��� eÓa�
� NrGs

» 8

0

da
»

Npdeq
�! »

d`aspeqF psq
)
Hpeq

	
� NrGs

»
Npdeq

�! » 8

0

da
»

d`aspeqF psq
)
Hpeq

	
� NrGsN

�
H

» ζ

0

dsF psq
�
.

[\
The next result says that if we pick an excursion e according to the stan-

dard excursion distribution P and then pick a point ps, aq P Γe according to
the σ-finite length measure corresponding to the length measure µTe on the
associated tree Te, then the following objects are independent:

(a) the length of the excursion above level a that straddles time s,
(b) the excursion obtained by taking the excursion above level a that straddles

time s, turning it (by a shift of axes) into an excursion ês,a above level
zero starting at time zero, and then Brownian re-scaling ês,a to produce
an excursion of unit length,

(c) the excursion obtained by taking the excursion ěs,a that comes from ex-
cising ês,a and closing up the gap, and then Brownian re-scaling ěs,a to
produce an excursion of unit length,

(d) the starting time spe, s, aq of the excursion above level a that straddles
time s rescaled by the length of ěs,a to give a time in the interval r0, 1s.
Moreover, the length in (a) is “distributed” according to the σ-finite mea-

sure
1

2
?

2π
dρap1� ρqρ3

, 0 ¤ ρ ¤ 1,

the unit length excursions in (b) and (c) are both distributed as standard
Brownian excursions (that is, according to P), and the time in (d) is uniformly
distributed on the interval r0, 1s.
Corollary 9.2. For non-negative measurable functions F on R� and K on
U � U ,
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Ppdeq

»
Γe

dsb da
s̄pe, s, aq � spe, s, aqF

�spe, s, aq
ζpěs,aq

	
Kpês,a, ěs,aq

�
! » 1

0

duF puq
) »

Ppdeq
»

Γe

dsb da
s̄pe, s, aq � spe, s, aqKpê

s,a, ěs,aq

�
! » 1

0

duF puq
) 1

2
?

2π

» 1

0

dρap1� ρqρ3

»
Ppde1q b Ppde2qKpSρe

1,S1�ρe
2q.

Proof. For a non-negative measurable function L on U�U , it follows straight-
forwardly from Proposition 9.1 that»

Npdeq
»

Γe

dsb da
s̄pe, s, aq � spe, s, aqF

�spe, s, aq
ζpěs,aq

	
Lpês,a, ěs,aq

�
! » 1

0

duF puq
) »

Npde1q b Npde2qLpe1, e2qζpe2q.
(9.4)

The left-hand side of equation (9.4) is, by (9.3),

» 8

0

dc
2
?

2πc3

»
Ppdeq

»
ΓSce

dsb da
F
�

spSce,s,aq
ζp}Sce

s,aq

	
LpySce

s,a
,}Sce

s,aq
s̄pSce, s, aq � spSce, s, aq . (9.5)

If we change variables to t � s{c and b � a{?c, then the integral for ps, aq
over ΓSce becomes an integral for pt, bq over Γe. Also,

spSce, ct,
?
cbq � sup

!
r   ct :

?
ce

�r
c

	
  ?

cb
)

� c sup tr   t : eprq   bu
� cspe, t, bq,

and, by similar reasoning,

s̄pSce, ct,
?
cbq � cs̄pe, t, bq

and
ζp}Sce

ct,
?

cbq � cζpět,bq.
Thus, (9.5) is

» 8

0

dc
2
?

2πc3

»
Ppdeq?c

»
Γe

dtb db
F
� spe,t,bq

ζpět,bq
�
LpySce

ct,
?

cb
,}Sce

ct,
?

cbq
s̄pe, t, bq � spe, t, bq . (9.6)

Now suppose that L is of the form

Lpe1, e2q � KpRζpe1q�ζpe2qe1,Rζpe1q�ζpe2qe2q
Mpζpe1q � ζpe2qqa

ζpe1q � ζpe2q ,

where, for ease of notation, we put for e P U , and c ¡ 0,
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Rce :� Sc�1e � 1?
c
epc �q.

Then (9.6) becomes» 8

0

dc
2
?

2πc3

»
Ppdeq

»
Γe

dtb db
F
�

spe,t,bq
ζpět,bq

	
Kpêt,b, ět,bqMpcq

s̄pe, t, bq � spe, t, bq . (9.7)

Since (9.7) was shown to be equivalent to the left hand side of (9.4), it follows
from (9.3) that»

Ppdeq
»

Γe

dtb db
s̄pe, t, bq � spe, t, bq F

�spe, t, bq
ζpět,bq

�
Kpêt,b, ět,bq

�
³1
0

duF puq
NrM s

»
Npde1q b Npde2qLpe1, e2q ζpe2q,

(9.8)

and the first equality of the statement follows.
We have from the identity (9.8) that, for any C ¡ 0,

Ntζpeq ¡ Cu
»

Ppdeq
»

Γe

dsb da
s̄pe, s, aq � spe, s, aq Kpê

s,a, ěs,aq

�
»

Npde1q b Npde2qKpRζpe1q�ζpe2qe1,Rζpe1q�ζpe2qe2q
1tζpe1q � ζpe2q ¡ Cua

ζpe1q � ζpe2q ζpe2q

�
» 8

0

dc1

2
?

2πc13

» 8

0

dc2

2
?

2πc2»
Ppde1q b Ppde2qKpRc1�c2Sc1e

1,Rc1�c2Sc2e
2q1tc

1 � c2 ¡ Cu?
c1 � c2

.

Make the change of variables ρ � c1

c1�c2 and ξ � c1 � c2 (with corresponding
Jacobian factor ξ) to get» 8

0

dc1

2
?

2πc13

» 8

0

dc2

2
?

2πc2»
Ppde1q b Ppde2qKpRc1�c2Sc1e

1,Rc1�c2Sc2e
2q1tc

1 � c2 ¡ Cu?
c1 � c2

�
�

1
2
?

2π


2 » 8

0

dξ

» 1

0

dρ ξa
ρ3p1� ρqξ4

1tξ ¡ Cu?
ξ»

Ppde1q b Ppde2qKpSρe
1,S1�ρe

2q

�
�

1
2
?

2π


2
#» 8

C

dξa
ξ3

+» 1

0

dρa
ρ3p1� ρq»
Ppde1q b Ppde2qKpSρe

1,S1�ρe
2q,

and the corollary follows upon recalling (9.1). [\
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Corollary 9.3. (i) For x ¡ 0,»
Ppdeq

»
Γe

dsb da
s̄pe, s, aq � spe, s, aq1t max

0¤t¤ζpês,aq
ês,a ¡ xu

� 2
¸
nPN

nx expp�2n2x2q

(ii)For 0   p ¤ 1,»
Ppdeq

»
Γe

dsb da
s̄pe, s, aq � spe, s, aq1tζpê

s,aq ¡ pu �
c

1� p

2πp
.

Proof. (i) Recall first of all from Theorem 5.2.10 in [92] that

P
"
e P U1 : max

0¤t¤1
eptq ¡ x

*
� 2

¸
nPN

p4n2x2 � 1q expp�2n2x2q.

By Corollary 9.2 applied to Kpe1, e2q :� 1tmaxtPr0,ζpe1qs e1ptq ¥ xu and F � 1,»
Ppdeq

»
Γe

dsb da
s̄pe, s, aq � spe, s, aq1t max

0¤t¤ζpês,aq
ês,a ¡ xu

� 1
2
?

2π

» 1

0

dρa
ρ3p1� ρq P

"
max

tPr0,ρs
?
ρept{ρq ¡ x

*
� 1

2
?

2π

» 1

0

dρa
ρ3p1� ρq P

"
max
tPr0,1s

eptq ¡ x?
ρ

*
� 1

2
?

2π

» 1

0

dρa
ρ3p1� ρq 2

¸
nPN

�
4n2x

2

ρ
� 1



exp

�
�2n2x

2

ρ



� 2

¸
nPN

nx expp�2n2x2q,

as claimed.
(ii) Corollary 9.2 applied to Kpe1, e2q :� 1tζpe1q ¥ pu and F � 1 immediately
yields »

Ppdeq
»

Γe

dsb da
s̄pe, s, aq � spe, s, aq1tζpê

s,aq ¡ pu

� 1
2
?

2π

» 1

p

dρa
ρ3p1� ρq �

c
1� p

2πp
.

[\
We conclude this section by calculating the expectations of some func-

tionals with respect to P (the the “uniform distribution” on pTwt, dGHwtq as
introduced in the end of Section 9.2).

For ε ¡ 0, T P T, and ρ P T , write RεpT, ρq for the ε-trimming of the
rooted R-tree obtained by rooting T at ρ (recall Subsection 4.3.4). With a
slight abuse of notation, set
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RεpT q :�
#�

ρPT RεpT, ρq, diampT q ¡ ε,

singleton, diampT q ¤ ε.
(9.9)

For T P Twt recall the length measure µT from (4.10). Given pT, dq P Twt

and u, v P T , let
ST,u,v :� tx P T : u Psv, xru, (9.10)

denote the subtree of T that differs from its closure by the point u, which can
be thought of as its root, and consists of points that are on the “other side”
of u from v (recall sv, xr is the open segment in T between v and x).

Lemma 9.4. (i) For x ¡ 0,

P
�
µT b νT

 pu, vq P T � T : heightpST,u,vq ¡ x
(�

� P
� »

T

νT pdvqµT pRxpT, vqq
�

� 2
¸
nPN

nx expp�n2x2{2q.

(ii) For 1   α   8,

P
�»

T

νT pdvq
»

T

µT pduq �heightpST,u,vq�α
�

� 2�
1
2 αΓ

�α
2
� 1

2
�
ζpαq,

where, as usual, ζpαq :� °
n¥1 n

�α.
(iii) For 0   p ¤ 1,

P
�
µT b νT tpu, vq P T � T : νT pST,u,vq ¡ pu� �d

2p1� pq
πp

.

(iv) For 1
2   β   8,

P
�»

T

νT pdvq
»

T

µT pduq �νT

�
ST,u,v

��β
�
� 2�

1
2
Γ
�
β � 1

2

�
Γ pβq .

Proof. (i) The first equality is clear from the definition ofRxpT, vq and Fubini’s
theorem.

Turning to the equality of the first and last terms, first recall that P is
the push-forward on pTwt, dGHwtq of the normalized excursion measure P by
the map e ÞÑ pT2e, dT2e

, νT2e
q, where 2e P U1 is just the excursion path t ÞÑ

2eptq. In particular, T2e is the quotient of the interval r0, 1s by the equivalence
relation defined by 2e. By the invariance of the standard Brownian excursion
under random re-rooting – see Section 2.7 of [13] – the point in T2e that
corresponds to the equivalence class of 0 P r0, 1s is distributed according to
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νT2e
when e is chosen according to P. Moreover, recall from Example 4.34

that for e P U1, the length measure µTe is the push-forward of the measure
dsbda 1

s̄pe,s,aq�spe,s,aqδspe,s,aq on the sub-graph Γe by the quotient map defined
in (3.14).

It follows that if we pick T according to P and then pick pu, vq P T � T
according to µT bνT , then the subtree ST,u,v that arises has the same σ-finite
law as the tree associated with the excursion 2ês,a when e is chosen according
to P and ps, aq is chosen according to the measure dsbda 1

s̄pe,s,aq�spe,s,aqδspe,s,aq
on the sub-graph Γe.

Therefore, by part (i) of Corollary 9.3,

P
�»

T

νT pdvq
»

T

µT pduq1  heightpST,u,vq ¡ x
(�

� 2
»

Ppdeq
»

Γe

dsb da
s̄pe, s, aq � spe, s, aq1

"
max

0¤t¤ζpês,aq
ês,a ¡ x

2

*
� 2

¸
nPN

nx expp�n2x2{2q.

Part (ii) is a consequence of part (i) and some straightforward calculus.
Part (iii) follows immediately from part(ii) of Corollary 9.3.
Part (iv) is a consequence of part (iii) and some more straightforward

calculus. [\

9.4 A symmetric jump measure

In this section we will construct and study a measure on Twt � Twt that is
related to the decomposition discussed at the beginning of Section 9.3.

Define a map Θ from tppT, dq, u, vq : T P T, u P T, v P T u into T by
setting ΘppT, dq, u, vq :� pT, dpu,vqq where letting

dpu,vqpx, yq :�

$''&''%
dpx, yq, if x, y P ST,u,v,
dpx, yq, if x, y P T zST,u,v,

dpx, uq � dpv, yq, if x P ST,u,v, y P T zST,u,v,
dpy, uq � dpv, xq, if y P ST,u,v, x P T zST,u,v.

That is, ΘppT, dq, u, vq is just T as a set, but the metric has been changed so
that the subtree ST,u,v with root u is now pruned and re-grafted so as to have
root v.

If pT, d, νq P Twt and pu, vq P T �T , then we can think of ν as a weight on
pT, dpu,vqq, because the Borel structures induces by d and dpu,vq are the same.
With a slight misuse of notation we will, therefore, write ΘppT, d, νq, u, vq for
pT, dpu,vq, νq P Twt. Intuitively, the mass contained in ST,u,v is transported
along with the subtree.

Define a kernel κ on Twt by
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κppT, dT , νT q,Bq :� µT b νT

 pu, vq P T � T : ΘpT, u, vq P B
(

for B P BpTwtq. Thus, κppT, dT , νT q, �q is the jump kernel described informally
in Section 9.1.

We show in part (i) of Lemma 9.5 below that the kernel κ is reversible
with respect to the probability measure P. More precisely, we show that if we
define a measure J on Twt �Twt by

JpA�Bq :�
»
A

PpdT qκpT,Bq

for A,B P BpTwtq, then J is symmetric.

Lemma 9.5. Then

(i) The measure J is symmetric.
(ii) For each compact subset K � Twt and open subset U such that K �

U � T,
JpK,TwtzUq   8.

(iii) »
Twt�Twt

JpdT,dSq∆2
GHwtpT, Sq   8.

Proof. (i) Given e1, e2 P U1, 0 ¤ u ¤ 1, and 0   ρ ¤ 1, define e�p�; e1, e2, u, ρq P
U1 by

e�pt; e1, e2, u, ρq

:�

$'&'%
S1�ρe

2ptq, 0 ¤ t ¤ p1� ρqu,
S1�ρe

2pp1� ρquq � Sρe
1pt� p1� ρquq, p1� ρqu ¤ t ¤ p1� ρqu� ρ,

S1�ρe
2pt� ρq, p1� ρqu� ρ ¤ t ¤ 1.

That is, e�p�; e1, e2, u, ρq is the excursion that arises from Brownian re-scaling
e1 and e2 to have lengths ρ and 1 � ρ, respectively, and then inserting the
re-scaled version of e1 into the re-scaled version of e2 at a position that is a
fraction u of the total length of the re-scaled version of e2.

Define a measure J on U1 � U1 by»
U1�U1

Jpde�,de��qKpe�, e��q

:�
»
r0,1s2

dub dv
1

2
?

2π

» 1

0

dρap1� ρqρ3

»
Ppde1q b Ppde2q

�K
�
e�p�; e1, e2, u, ρq, e�p�; e1, e2, v, ρq� .

Clearly, the measure J is symmetric. It follows from the discussion at the
beginning of the proof of part (i) of Lemma 9.4 and Corollary 9.2 that the



156 9 Subtree prune and re-graft

measure J is the push-forward of the symmetric measure 2J by the map that
sends the pair pe�, e��q P U1 � U1 to the pair

ppT2e� , dT2e�
, νT2e�

q, pT2e�� , dT2e��
, νT2e��

qq.

Hence, J is also symmetric.
(ii) The result is trivial if K � H, so we assume that K � H. Since TwtzU
and K are disjoint closed sets and K is compact, we have that

c :� inf
TPK,SPU

∆GHwtpT, Sq ¡ 0.

Fix T P K. If pu, vq P T � T is such that ∆GHpT,ΘpT, u, vqq ¥ c, then
either

• u P RcpT q, or
• there exists ρ P T o such that u R RcpT, ρq and νT pST,u,ρq ¥ c (recall that

RcpT q is the c-trimming of T , that RcpT, ρq is the c-trimming of T rooted
at ρ, and that ST,u,ρ is the subtree of T consisting of points that are on
the other side of u to ρ).

Hence, we have

JpK,TwtzUq
¤

»
K

PtdT uκpT, tS : ∆GHwtpT, Sq ¡ cuq

¤
»
K

PpdT qµT pRcpT qq

�
»
K

PpdT q
»

T

νT pdvqµT tu P T : νT pST,u,vq ¡ cu
  8,

where we have used Lemma 9.4 and the observation that

µT pRcpT qq ¤
»

T

νT pdvqµT pRcpT, vqq

because RcpT q � RcpT, vq for all v P T .
(iii) Similar reasoning yields that
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Twt�Twt

JpdT,dSq∆2
GHwtpT, Sq

�
»
Twt

PtdT u
» 8

0

dt 2t κpT, tS : ∆GHwtpT, Sq ¡ tuq

¤
»
Twt

PpdT q
» 8

0

dt 2t µT pRtpT qq

�
»
Twt

PpdT q
» 8

0

dt 2t
»

T

νT pdvqµT tu P T : νT tST,u,vu ¡ tu

¤
» 8

0

dt 2t
»
Twt

PpdT qµT pRtpT qq

�
»
Twt

PpdT q
»

T

νT pdvq
»

T

µT pduqν2
T pST,u,vq

  8,
where we have applied Lemma 9.4 once more. [\

9.5 The Dirichlet form

Consider the bilinear form

Epf, gq :�
»
Twt�Twt

JpdT,dSq�fpSq � fpT q��gpSq � gpT q�,
for f, g in the domain

D�pEq :� tf P L2pTwt,Pq : f is measurable, and Epf, fq   8u,
(here as usual, L2pTwt,Pq is equipped with the inner product pf, gqP :�³
Ppdxq fpxqgpxq). By the argument in Example 1.2.1 in [72] and Lemma 9.5,
pE ,D�pEqq is well-defined, symmetric and Markovian.

Lemma 9.6. The form pE ,D�pEqq is closed. That is, if pfnqnPN be a sequence
in D�pEq such that

lim
m,nÑ8 pEpfn � fm, fn � fmq � pfn � fm, fn � fmqPq � 0,

then there exists f P D�pEq such that

lim
nÑ8 pEpfn � f, fn � fq � pfn � f, fn � fqPq � 0.

Proof. Let pfnqnPN be a sequence such that limm,nÑ8 Epfn � fm, fn � fmq �
pfn � fm, fn � fmqP � 0 (that is, pfnqnPN is Cauchy with respect to Ep�, �q �
p�, �qP). There exists a subsequence pnkqkPN and f P L2pTwt,Pq such that
limkÑ8 fnk

� f , P-a.s, and limkÑ8pfnk
� f, fnk

� fqP � 0. By Fatou’s
Lemma,
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JpdT,dSq�pfpSq � fpT q�2 ¤ lim inf

kÑ8
Epfnk

, fnk
q   8,

and so f P D�pEq. Similarly,

Epfn � f, fn � fq
�

»
JpdT,dSq lim

kÑ8
�pfn � fnk

qpSq � pfn � fnk
qpT q�2

¤ lim inf
kÑ8

Epfn � fnk
, fn � fnk

q Ñ 0

as nÑ8. Thus, tfnunPN has a subsequence that converges to f with respect
to Ep�, �q�p�, �qP, but, by the Cauchy property, this implies that tfnunPN itself
converges to f . [\

Let L denote the collection of functions f : Twt Ñ R such that

sup
TPTwt

|fpT q|   8 (9.11)

and

sup
S,TPTwt, S�T

|fpSq � fpT q|
∆GHwtpS, T q   8. (9.12)

Note that L consists of continuous functions and contains the constants. It fol-
lows from (4.20) that L is both a vector lattice and an algebra. By Lemma 9.7
below, L � D�pEq. Therefore, the closure of pE ,Lq is a Dirichlet form that we
will denote by pE ,DpEqq.
Lemma 9.7. Suppose that tfnunPN is a sequence of functions from Twt into
R such that

sup
nPN

sup
TPTwt

|fnpT q|   8,

sup
nPN

sup
S,TPTwt, S�T

|fnpSq � fnpT q|
∆GHwtpS, T q   8,

and
lim

nÑ8 fn � f, P-a.s.

for some f : Twt Ñ R. Then tfnunPN � D�pEq, f P D�pEq, and

lim
nÑ8 pEpfn � f, fn � fq � pfn � f, fn � fqPq � 0.

Proof. By the definition of the measure J , see (9.4), and the symmetry of
J (Lemma 9.5(i)), we have that fnpxq � fnpyq Ñ fpxq � fpyq for J-almost
every pair px, yq. The result then follows from part (iii) of Lemma 9.5 and the
dominated convergence theorem. [\
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Before showing that pE ,DpEqq is the Dirichlet form of a nice Markov
process, we remark that L, and thus also DpEq, is quite a rich class of func-
tions. We show in the proof of Theorem 9.8 below that L separates points of
Twt. Hence, if K is any compact subset of Twt, then, by the Arzela-Ascoli
theorem, the set of restrictions of functions in L to K is uniformly dense in
the space of real-valued continuous functions on K.

The following theorem states that there is a well-defined Markov process
with the dynamics we would expect for a limit of the subtree prune and re-
graft chains.

Theorem 9.8. There exists a recurrent P-symmetric Hunt process X �
pXt,PT q on Twt whose Dirichlet form is pE ,DpEqq.
Proof. We will check the conditions of Theorem A.8 to establish the existence
of X.

Because Twt is complete and separable (recall Theorem 4.44) there is a
sequence H1 � H2 � . . . of compact subsets of Twt such that Pp�kPN Hkq �
1. Given α, β ¡ 0, write Lα,β for the subset of L consisting of functions f
such that

sup
TPTwt

|fpT q| ¤ α

and

sup
S,TPTwt, S�T

|fpSq � fpT q|
∆GHwtpS, T q ¤ β.

By the separability of the continuous real-valued functions on each Hk with
respect to the supremum norm, it follows that for each k P N there is a
countable set Lα,β,k � Lα,β such that for every f P Lα,β

inf
gPLα,β,k

sup
TPHk

|fpT q � gpT q| � 0.

Set Lα,β :� �
kPN Lα,β,k. Then for any f P Lα,β there exists a sequence

tfnunPN in Lα,β such that limnÑ8 fn � f pointwise on
�

kPN Hk, and, a
fortiori, P-almost surely. By Lemma 9.7, the countable set

�
mPN Lm,m is

dense in L and, a fortiori, in DpEq, with respect to Ep�, �q � p�, �qP.
Now fix a countable dense subset S � Twt. Let M denote the countable

set of functions of the form

T ÞÑ p� qp∆GHwtpS, T q ^ rq
for some S P S and p, q, r P Q. Note that M � L, that M separates the points
of Twt, and, for any T P Twt, that there is certainly a function f P M with
fpT q � 0.

Consequently, if C is the algebra generated by the countable set M Y�
mPN Lm,m, then it is certainly the case that C is dense in DpEq with respect

Ep�, �q � p�, �qP, that C separates the points of Twt, and, for any T P Twt, that
there is a function f P C with fpT q � 0.
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All that remains in verifying the conditions of Theorem A.8 is to check
the tightness condition that there exist compact subsets K1 � K2 � ... of
Twt such that limnÑ8 CappTwtzKnq � 0 where Cap is the capacity asso-
ciated with the Dirichlet form This convergence, however, is the content of
Lemma 9.11 below.

Finally, because constants belongs to DpEq, it follows from Theorem 1.6.3
in [72] that X is recurrent. [\

The following results were needed in the proof of Theorem 9.8

Lemma 9.9. For ε, a, δ ¡ 0, put Vε,a :� tT P T : µT pRεpT qq ¡ au and, as
usual, Vδ

ε,a :� tT P T : dGHpT,Vε,aq   δu. Then, for fixed ε ¡ 3δ,£
a¡0

Vδ
ε,a � H.

Proof. Fix S P T. If S P Vδ
ε,a, then there exists T P Vε,a such that

dGHpS, T q   δ. Observe that RεpT q is not the trivial tree consisting of a
single point because it has total length greater than a. Write ty1, . . . , ynu for
the leaves of RεpT q. Note that T zRεpT qo is the union of n subtrees of diameter
ε. The closure of each subtree contains a unique yi. Choose zi in the subtree
whose closure contains yi such that dT pyi, ziq � ε.

Let < be a correspondence between S and T with disp<q   2δ. Pick
x1, . . . , xn P S such that pxi, ziq P <. Hence, |dSpxi, xjq � dT pzi, zjq|   2δ for
all i, j.

The distance in RεpT q from the point yk to the segment ryi, yjs is

1
2
�
dSpyk, yiq � dSpyk, yjq � dSpyi, yjq

�
.

Thus, the distance from yk, 3 ¤ k ¤ n, to the subtree spanned by y1, . . . , yk�1

is ©
1¤i¤j¤k�1

1
2
�
dT pyk, yiq � dT pyk, yjq � dT pyi, yjq

�
.

Hence,

µT pRεpT qq � dT py1, y2q

�
ņ

k�3

©
1¤i¤j¤k�1

1
2
pdT pyk, yiq � dT pyk, yjq � dT pyi, yjqq .

Now the distance in S from the point xk to the segment rxi, xjs is

1
2
pdSpxk, xiq � dSpxk, xjq � dSpxi, xjqq

¥ 1
2
pdT pzk, ziq � dT pzk, zjq � dT pzi, zjq � 3� 2δq

� 1
2
pdT pyk, yiq � 2ε� dT pyk, yjq � 2ε� dT pyi, yjq � 2ε� 6δq

¡ 0
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by the assumption that ε ¡ 3δ. In particular, x1, . . . , xn are leaves of the
subtree spanned by tx1, . . . , xnu, and RγpSq has at least n leaves when 0  
γ   2ε� 6δ. Fix such a γ.

Now

µSpRγpSqq
¥ dSpx1, x2q � 2γ

�
ņ

k�3

©
1¤i¤j¤k�1

�
1
2
pdSpxk, xiq � dSpxk, xjq � dSpxi, xjqq � γ

�
¥ µT pRεpT qq � p2ε� 2δ � 2γq � pn� 2qpε� 3δ � γq
¥ a� p2ε� 2δ � 2γq � pn� 2qpε� 3δ � γq.

Because µSpRγpSqq is finite, it is apparent that S cannot belong to Vδ
ε,a when

a is sufficiently large. [\
Lemma 9.10. For ε, a, δ ¡ 0, let Vε,a be as in Lemma 9.9. Set Uε,a :�
tpT, νq P Twt : T P Vε,au. Then, for fixed ε,

lim
aÑ8CappUε,aq � 0.

Proof. Choose δ ¡ 0 such that ε ¡ 3δ. Suppressing the dependence on ε and
δ, define ua : Twt Ñ r0, 1s by

uappT, νqq :� δ�1pδ � dGHpT,Vε,aqq�.

Note that ua takes the value 1 on the open set Uε,a, and so CappUε,aq ¤
Epua, uaq � pua, uaqP. Also, observe that

|uappT 1, ν1qq � uappT 2, ν2qq| ¤ δ�1dGHpT 1, T 2q
¤ δ�1∆GHwtppT 1, ν1q, pT 2, ν2qq.

It suffices, therefore, by part (iii) of Lemma 9.5 and the dominated conver-
gence theorem to show for each pair ppT 1, ν1q, pT 2, ν2qq P Twt � Twt that
uappT 1, ν1qq�uappT 2, ν2qq is 0 for a sufficiently large and for each T P Twt that
uappT, νqq is 0 for a sufficiently large. However, uappT 1, ν1qq�uappT 2, ν2qq � 0
implies that either T 1 or T 2 belong to Vδ

ε,a, while uappT, νqq � 0 implies that
T belongs to Vδ

ε,a. The result then follows from Lemma 9.9. [\
Lemma 9.11. There is a sequence of compact sets K1 � K2 � . . . such that

lim
nÑ8CappTwtzKnq � 0.

Proof. By Lemma 9.10, for n � 1, 2, . . . we can choose an so that

CappU2�n,an
q ¤ 2�n.
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Set
Fn :� TwtzU2�n,an

� tpT, νq P Twt : µT pR2�npT qq ¤ anu
and

Kn :�
£

m¥n

Fn.

By Proposition 4.43 and the analogue of Corollary 4.38 for unrooted trees,
each set Kn is compact. By construction,

CappTwtzKnq � Cap

� ¤
m¥n

U2�m,am

�
¤

¸
m¥n

CappU2�m,am
q ¤

¸
m¥n

2�m � 2�pn�1q.

[\



A

Summary of Dirichlet form theory

Our treatment in this appendix follows that of the standard reference [72] –
see also, [106, 3].

A.1 Non-negative definite symmetric bilinear forms

Let H be a real Hilbert space with inner product p�, �q. We say E is a non-
negative definite symmetric bilinear form on H with domain DpEq if

• DpEq is a dense linear subspace of H,
• E : DpEq �DpEq Ñ R,
• Epu, vq � Epv, uq for u, v P DpEq,
• Epau� bv, wq � aEpu,wq � bEpv, wq for u, v, w P DpEq and a, b P R,
• Epu, uq ¥ 0 for u P DpEq.

Given a non-negative definite symmetric bilinear form E on H and α ¡ 0,
define another non-negative definite symmetric bilinear form Eα on H with
domain DpEαq :� DpEq by

Eαpu, vq :� Epu, vq � αpu, vq, u, v P DpEq.

Note that the space DpEq is a pre-Hilbert space with inner product Eα, and
Eα and Eβ determine equivalent metrics on DpEq for different α, β ¡ 0.

If DpEq is complete with respect to this metric, then E is said to be closed
. In this case, DpEq is then a real Hilbert space with inner product Eα for each
α ¡ 0.

A.2 Dirichlet forms

Now consider a σ-finite measure space pX,B,mq and take H to be the Hilbert
space L2pX,mq with the usual inner product
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pu, vq :�
»

X

upxqvpxqmpdxq, u, v P L2pX,mq.

Call a non-negative definite symmetric bilinear form E on L2pX,mq
Markovian if for each ε ¡ 0, there exists a real function φε : R Ñ R, such
that

φεptq � t, t P r0, 1s,
� ε ¤ φεptq ¤ 1� ε, t P R,
0 ¤ φεptq � φεpsq ¤ t� s, �8   s   t   8,

and when u belongs to DpEq, φε � u also belongs to DpEq with

Epφε � u, φε � uq ¤ Epu, uq.

A Dirichlet form is a non-negative definite symmetric bilinear form on
L2pX,mq that is Markovian and closed.

A non-negative definite symmetric bilinear form E on L2pX,mq is certainly
Markovian if whenever u belongs to DpEq, then v � p0 _ uq ^ 1 also belongs
to DpEq and Epv, vq ¤ Epu, uq. In this case say that the unit contraction acts
on E . It turns out the if the form is closed, then the form is Markovian if and
only if the unit contraction acts on it.

Similarly, say that a function v is called a normal contraction of a function
u if

|vpxq � vpyq| ¤ |upxq � upyq|, x, y P X,
|vpxq| ¤ |upxq|, x P X,

and say that v P L2pX,mq a normal contraction of u P L2pX,mq if some
Borel version of v is a normal contraction of some Borel version of u. Say
that normal contractions act on E if whenever v is a normal contraction of
u P DpEq, then v P DpEq and Epv, vq ¤ Epu, uq. It also turns out that if the
form is closed, then the form is Markovian if and only if the unit contraction
acts on it.

Example A.1. Let X � R be an open subinterval and suppose that m is a
Radon measures on X with support all of X. Define a non-negative definite
symmetric bilinear form by

Epu, vq :� 1
2

»
X

dupxq
dx

dvpxq
dx

dx

on the domain

DpEq :� tu P L2pX,mq : u is absolutely continuous and Epu, uq   8u.

We claim that E is a Dirichlet form on L2pX,mq.
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It is easy to check that the unit contraction acts on E . To show the form is
closed, take any E1-Cauchy sequence tu`u. Then tdu`{dxu converges to some
f P L2pX, dxq in L2pX, dxq. Also, tu`u converges to some u P L2pX,mq in
L2pX,mq. From this and the inequality

|upaq � upbq|2 ¤ 2|a� b|Epu, uq, a, b P X,

we conclude that there is a subsequence t`ku such that u`k
converges to a

continuous function ũ uniformly on each bounded closed subinterval of X.
Obviously ũ � u m-a.e. For all infinitely differentiable compactly supported
functions φ on X, an integration by parts shows that»

X

fpxqφpxq dx � lim
`kÑ8

»
X

du`k
pxq

dx
φpxq dx

� � lim
`kÑ8

»
X

u`k
pxqφ1pxq dx � �

»
X

ũpxqφ1pxq dx.

This implies that ũ is absolutely continuous and dũ{dx � f . Hence, ũ P DpEq
and tu`u is E1-convergent to ũ.

Example A.2. Consider a locally compact metric space pX, ρq equipped with
a Radon measure m. Suppose that we are given a kernel j on X � BpXq
satisfying the following conditions.

• For any ε ¡ 0, jpx,XzBεpxqq is, as a function of x P X, locally integrable
with respect to m. Here, as usual, Bεpxq is the ball around x of radius ε.

•
³
X
upxq pjvqpxqmpdxq � ³

X
pjuqpxq vpxqmpdxq for all u, v P pBpXq.

Then, j determines a symmetric Radon measure J on X �Xz∆, where ∆ is
the diagonal, by»

X�Xz∆
fpx, yq Jpdx, dyq :�

»
X

"»
X

fpx, yq jpx, dyq
*
mpdxq.

Put
Epu, vq :�

»
X�Xz∆

pupxq � upyqqpvpxq � vpyqq Jpdx, dyq

on the domain
DpEq :� tu P L2pX,mq : Epu, uq   8u.

We claim that E is a Dirichlet form on L2pX,mq provided that DpEq is dense
in L2pX,mq.

It is clear that E is non-negative definite, symmetric, and bilinear. We next
show that for a Borel function u that u � 0 m-a.e. implies that Epu, uq � 0.
Suppose that u � 0 m-a.e. Put ΓK,ε � tpx, yq P K � K : ρpx, yq ¡ εu for
ε ¡ 0 and K compact. Then
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ΓK,ε

pupxq � upyqq2 Jpdx, dyq ¤ 2
»

ΓK,ε

pupxq2 � upyq2q Jpdx, dyq

� 4
»

ΓK,ε

upxq2Jpdx, dyq ¤ 4
»

K

upxq2jpx,XzBεpxqqmpdxq � 0.

Letting ε Ó 0 and K Ò X gives Epu, uq � 0.
It is clear that every normal contraction operates on the form and so the

form is Markovian. To prove that the form is closed, consider a sequence tu`u
in DpEq such that lim`,mÑ8 E1pu` � um, u` � umq Ñ 0. Since tu`u converges
in L2pX,mq, there is a subsequence t`ku and a set N P BpXq with mpNq � 0
such that tu`k

pxqu converges on XzN . Put ũ`k
pxq � ulkpxq on XzN and

ũ`k
pxq � 0 on N . Then ũ`k

pxq has a limit upxq everywhere and u` converges
to u in L2pX,mq. Moreover,

Epu� um, u� umq
�

»
X�Xz∆

lim
`kÑ8

tpu`k
pxq � u`k

pyqq � pumpxq � umpyqqu2 Jpdx, dyq

¤ lim inf
lkÑ8

Epulk � um, ulk � umq.

The last term can be made arbitrarily small for sufficiently large m. Thus, um

is E1�convergent to u P DpEq, as required.

A.3 Semigroups and resolvents

Suppose again that we have a real Hilbert space H with inner product p�, �q.
Consider a family tTtut¡0 of linear operators on H satisfying the following
conditions:

• each Tt is a self-adjoint operator with domain H,
• TsTt � Ts�t, s, t ¡ 0 (that is, tTtut¡0 is a semigroup),
• pTtu, Ttuq ¤ pu, uq, t ¡ 0, u P H (that is, each Tt is a contraction).

We say that tTtut¡0 is strongly continuous if, in addition,

• limtÓ0pTtu� u, Ttu� uq � 0 for all u P H.

A resolvent on H is a family tGαuα¡0 of linear operators on H satisfying
the following conditions:

• Gα is a self-adjoint operator with domain H,
• Gα �Gβ � pα� βqGαGβ � 0 (the resolvent equation),
• each operator αGα is a contraction.

The resolvent is said to be strongly continuous if, in addition,

• limαÑ8pαGαu� u, αGαu� uq � 0 for all u P H.
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Example A.3. Given a strongly continuous semigroup tTtut¡0 on H, the family
of operators

Gαu :�
» 8

0

e�αtTtu dt

is a strongly continuous resolvent on H called the resolvent of the given semi-
group. The semigroup may be recovered from the resolvent via the Yosida
approximation

Ttu � lim
βÑ8

e�tβ
8̧

n�0

ptβqn
n!

pβGβqnu, u P H.

A.4 Generators

The generator A of a strongly continuous semigroup tTtut¡0 on H is defined
by

Au :� lim
tÓ0

Ttu� u

t

on the domain DpAq consisting of those u P H such that the limit exists.
Suppose that tGαuα¡0 is a strongly continuous resolvent on H. Note that

if Gαu � 0, then, by the resolvent equation, Gβu � 0 for all β ¡ 0, and, by
strong continuity, u � limβÑ8 βGβu � 0. Thus, the operator Gα is invertible
and we can set

Au :� αu�G�1
α u

on the domain DpAq :� GαpHq. This operator A is easily seen to be indepen-
dent of α ¡ 0 and is called the generator of the resolvent. tGαuα¡0.

Lemma A.4. The generator of a strongly continuous semigroup on H coin-
cides with the generator of its resolvent, and the generator is a non-positive
definite self-adjoint operator.

A.5 Spectral theory

A self-adjoint operator S on H with domain H satisfying S2 � S is called a
projection . A family tEλuλPR of projection operators on H is called a spectral
family if

EλEµ � Eλ, λ ¤ µ,

lim
λ1Óλ

Eλ1u � Eλu, u P H,
lim

λÑ�8
Eλu � 0, u P H,

lim
λÑ8

Eλu � u, u P H.
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Note that 0 ¤ pEλu, uq Ò pu, uq as λ Ò 8, for u P H, and, by polarization,
λ ÞÑ pEλu, vq is a function of bounded variation for u, v P H.

Suppose we are given a spectral family tEλuλPR on H and a continuous
function φpλq on R. We can then define a self-adjoint operator A onH, denoted
by

³8
�8 φpλq dEλ, by requiring that

pAu, vq �
» 8

�8
φpλq dpEλu, vq, @v P H,

where the domain of A is DpAq :� tu P H :
³8
�8 φpλq dpEλu, uq   8u.

Conversely, given a self-adjoint operator A on H, there exists a unique
spectral family tEλuλPR such that A � ³8

�8 λ dEλ. This is called the spectral
representation of A. If A is non-negative definite, then the corresponding
spectral family satisfies Eλ � 0 for λ   0.

Let �A be a non-negative definite self-adjoint operator on H and let
�A � ³8

0
λ dEλ be its spectral representation. For any non-negative con-

tinuous function φ on R�, we define the self-adjoint operator φp�Aq by
φp�Aq :� ³8

0
φpλq dEλ. Note that φp�Aq is again non-negative definite.

A.6 Dirichlet form, generator, semigroup, resolvent
correspondence

Lemma A.5. Let �A be a non-negative definite self-adjoint operator on H.
The family tTtut¡0 :� texpptAqut¡0 is a strongly continuous semigroup, and
the family tGαuα¡0 :� tpα � Aq�1uα¡0 is a strongly continuous resolvent.
The generator of tTtut¡0 is A and tTtut¡0 is the unique strongly continuous
semigroup with generator A. A similar statement holds for the resolvent.

Theorem A.6. There is a bijective correspondence between the family of
closed non-negative definite symmetric bilinear forms E on H and the family
of non-positive definite self-adjoint operators A on H. The correspondence is
given by

DpEq � Dp?�Aq
and

Epu, vq � p?�Au,?�Avq.
Consider a σ-finite measure space pX,B,mq. A linear operator S on

L2pX,mq with domain L2pX,mq is Markovian if 0 ¤ Su ¤ 1 m-a.e. whenever
u P L2pX,mq and 0 ¤ u ¤ 1 m-a.e.

Theorem A.7. Let E be a closed non-negative definite symmetric bilinear
form on L2pX,mq. Write tTtut¡0 and tGαuα¡0 for the corresponding strongly
continuous semigroup and the strongly continuous resolvent on L2pX,mq. The
following five conditions are equivalent.
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(a)Tt is Markovian for each t ¡ 0.
(b) αGα is Markovian for each α ¡ 0.
(c) E is Markovian.
(d)The unit contraction operates on E.
(e) Normal contractions operate on E.

A.7 Capacities

Suppose that X is a Lusin space and m is a Radon measure. There is a set
function associated with a Dirichlet form pE ,DpEqq on L2pX,mq called the
(1)-capacity and denoted by Cap. If U � X is open, then

CappUq :� inf tE1pf, fq : f P DpEq, fpxq ¥ 1, m� a.e. x P Uu .

More generally, if V � X is an arbitrary subset, then

CappV q :� inf tCappUq : V � U , U is openu .

The set function Cap is a Choquet capacity.
We say that some property holds quasi-everywhere or, equivalently, for

quasi-every x P X, if the set x P X where the property fails to hold has
capacity 0. We abbreviate this by saying that the property holds q.e. or for
q.e. every x P X.

A.8 Dirichlet forms and Hunt processes

A Hunt process is a strong Markov process

X � pΩ,F , tFtut¥0, tPxuxPE , tXtut¥0q

on a Lusin state space E that has right-continuous, left-limited sample paths
and is also quasi-left-continuous. Write tPtut¥0 for the transition semigroup
of X. That is, Ptfpxq � PxrfpXtqs for f P bBpEq. If µ is a Radon mea-
sure on pE,BpEqq, we say that X is µ-symmetric if

³
E
fpxqPtgpxqµpdxq �³

E
Ptfpxq gpxqµpdxq for all f, g P bBpEq. Intuitively, if the process X is started

according to the initial “distribution” µ, then reversing the direction of time
leaves finite-dimensional distributions unchanged.

Theorem A.8. Let pE ,DpEqq be a Dirichlet form on L2pE,µq, where E is
Lusin and µ is Radon. Write tTtut¡0 for the associated strongly continuous
contraction semigroup of Markovian operators. Suppose that there exists a
collection C � L2pE,µq and a sequence of compact sets K1 � K2 � . . . such
that:

(a) C is a countably generated subalgebra of DpEq X bCpEq,



170 A Summary of Dirichlet form theory

(b) C is E1-dense in DpEq,
(c) C separates points of E and, for any x P E, there is an f P C such that

fpxq � 0,
(d) limnÑ8 CappEzKnq � 0.

Then there is a µ-symmetric Hunt process X on E with transition semigroup
tPtut¥0 such that Ptfpxq � Ttfpxq for f P bBpEq X L2pE,µq.
Remark A.9. The theory in [72] for symmetric Hunt processes associated with
Dirichlet forms is developed under the hypothesis that the state space is locally
compact. However, the embedding results outlined in Section 7.3 of [72], shows
that the results developed under the hypothesis of local compactness still holds
if the state space is Lusin and the hypotheses of Theorem A.8 hold.

Lemma A.10. Suppose that X is the µ-symmetric Hunt process constructed
from a Dirichlet form pE ,DpEqq satisfying the conditions of Theorem A.8 and
B P BpEq. Then PxtDt ¡ 0 : Xt P Bu � 0 for µ-a.e. x P E if and only if
CappBq � 0.
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Some fractal notions

This appendix is devoted to recalling briefly some definitions about various
ways of assigning sizes and dimensions to metric spaces and then applying this
theory to the ultrametric completions of N obtained in Example 3.41 from the
R-tree associated with a non-increasing family of partitions of N.

B.1 Hausdorff and packing dimensions

Let pX , ρq be a compact metric space. Given a set A � X and ε ¡ 0, a
countable collection of balls tBiu is said to be an ε-covering of A if A � �

iBi

and each ball has diameter at most ε. Note that if ε1   ε2, then an ε1-covering
of A is also an ε2-covering. For α ¡ 0, the α-dimensional Hausdorff measure
on X is the Borel measure that assigns mass

HαpAq :� sup
ε¡0

inf

#¸
i

diampBiqα : tBiu is an ε-covering of A

+

to a Borel set A. The Hausdorff dimension of A is the infimum of those α
such that the corresponding α-dimensional Hausdorff measure is zero.

A countable collection of balls tBiu is said to be an ε-packing of a set
A � X if the balls are disjoint, the center of each ball belongs to A, each ball
has diameter at most ε. Note that if ε1   ε2, then an ε2-packing of A is also an
ε1-packing. For α ¡ 0, the α-dimensional packing pre-measure on X assigns
mass

PαpAq :� inf
ε¡0

sup

#¸
i

diampBiqα : tBiu is an ε-packing of A

+

to a set A. The α-dimensional packing measure on X is the Borel measure
that assigns mass
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PαpAq :� inf

#¸
i

PαpAiq : A �
¤
i

Ai

+

to a Borel set A where the infimum is over all countable collections of Borel
sets tAiu such that A � �

iAi. The packing dimension of A is the infimum of
those α such that the corresponding α-dimensional packing measure is zero.

Theorem B.1. The packing dimension of a set is always at least as great as
its Hausdorff dimension.

We refer the reader to [107] for more about and properties of Hausdorff
and packing dimension.

B.2 Energy and capacity

Let pX , ρq be a compact metric space. Write M1pX q for the collection of Borel
probability measures on X . A gauge is a function f : r0,8rÑ r0,8s, such
that:

• f is continuous and non-increasing,
• fp0q � 8,
• fprq   8 for r ¡ 0,
• limrÑ8 fprq � 0.

Given µ PM1pX q and a gauge f , the energy of µ in the gauge f is the quantity

Ef pµq :�
»
µpdxq

»
µpdyq fpρpx, yqq.

The capacity of X in the gauge f is the quantity

Capf pX q :� pinftEf pµq : µ PM1pX quq�1

(note by our assumptions on f that we need only consider diffuse µ PM1pX q
in the infimum).

The capacity dimension of X is the supremum of those α ¡ 0 such that
X has strictly positive capacity in the gauge fpxq � x�α (where we adopt the
convention that the supremum of the empty set is 0).

Theorem B.2. The Hausdorff and capacity dimensions of a compact metric
space always coincide.

We again refer to [107] for more about capacities and their connection to
Hausdorff dimension.
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B.3 Application to trees from coalescing partitions

Recall the construction in Example 3.41 of a R-tree and an associated ultra-
metric completion pS, δq of N from a coalescing family tΠptqut¡0 of partitions
of N . We will assume that Πptq has finitely many blocks for t ¡ 0, so that
pS, δq is compact.

Write Nptq for the number of blocks of Πptq and for k P N put σk :�
inftt ¥ 0 : Nptq ¤ ku. The non-increasing function Π is constant on each of
the intervals rσk, σk�1r, k ¡ 1. Write 1 � I1ptq   � � �   INptqptq for an ordered
listing of the least elements of the various blocks of Πptq.

We can associate each partition Πptq with an equivalence relation �Πptq
on N by declaring that i �Πptq j if i and j are in the same block of Πptq.

Given B � S, write clB for the closure of B. Each of the sets

Uiptq � cltj P N : j �Πptq Iiptqu
� cltj P N : δpj, Iiptqq ¤ 2tu
� ty P S : δpy, Iiptqq ¤ 2tu

is a closed ball with diameter at most t (in an ultrametric space, the diameter
and radius of a ball are equal). The closed balls of S are also the open balls and
every ball is of the form Uiptq for some t ¡ 0 – see, for example, Proposition
18.4 of [123] – and, in fact, every ball is of the form Uipσkq for some k P N
and 1 ¤ i ¤ k. In particular, the collection of balls is countable. Any ball of
diameter at most 2t is contained in a unique one of the Uiptq, and any ball
of diameter at least 2t contains one or more of the Uiptq – see, for example,
Proposition 18.5 of [123].

We need to adapt to our setting the alternative expression for energy
obtained by summation–by–parts in Section 2 of [112]. For t ¡ 0 write Uptq
for the collection of balls tU1ptq, . . . , UNptqptqu. Let U denote the union of these
collections over all t ¡ 0, so that U is just the countable collection of all balls
of S. Given U P U with U � S, let UÑ denote the unique element of U such
that there exists no V P U with U � V � UÑ. More concretely, such a ball U
is in Upσkq but not in Upσk�1q for some unique k ¡ 1, and UÑ is the unique
element of Upσk�1q such that U � UÑ. Define SÑ :� :, where : is an adjoined
symbol. Put diamp:q � 8.

Given a gauge f , write ϕf for the diffuse measure on r0,8r such that
ϕf prr,8rq � ϕf psr,8rq � fprq, r ¥ 0. For a diffuse probability measure
µ PM1pSq we have, with the convention fp8q � 0,
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Ef pµq �
»
µpdxq

»
µpdyq fpδpx, yqq

�
»
µpdxq

»
µpdyq

¸
UPU, tx,yu�U

fpdiampUqq � fpdiampUÑqq

�
¸

UPU
pfpdiampUqq � fpdiampUÑqqq

�
»
µpdxq

»
µpdyq1ttx, yu � Uu

�
¸

UPU
pfpdiampUqq � fpdiampUÑqqqµpUq2

�
¸

UPU

»
r0,8r

ϕf pdtq1tU P UptquµpUq2

�
»
r0,8r

ϕf pdtq
¸

UPUptq
µpUq2.

(B.1)

Proposition B.3. Suppose for all t ¡ 0 that the asymptotic block frequencies

Fiptq :� lim
nÑ8n

�1
�� 0 ¤ j ¤ n� 1 : j �Πptq Iiptq

(�� , 1 ¤ i ¤ Nptq,

exist and
F1ptq � � � � � FNptqptq � 1.

Suppose also that for some α ¡ 0 that

0   lim inf
tÓ0

tαNptq ¤ lim sup
tÓ0

tαNptq   8

and

0   lim inf
tÓ0

t�α
Nptq̧

i�1

Fiptq2 ¤ lim sup
tÓ0

t�α
Nptq̧

i�1

Fiptq2   8.

Then the Hausdorff and packing dimensions of S are both α and there are
constants 0   c1 ¤ c2   8 such that for any gauge f

c1
�» 1

0

fptqtα�1 dt


�1

¤ Capf pSq ¤ c2
�» 1

0

fptqtα�1 dt


�1

.

Proof. In order to establish that both the Hausdorff and packing dimensions of
S are at most α it suffices to consider the packing dimension, because packing
dimension always dominates Hausdorff dimension.

By definition of packing dimension, in order to establish that the packing
dimension is at most α it suffices to show for each η ¡ α that there is a constant
c   8 such that for any packing B1, B2, . . . of S with balls of diameter at most
1, we have

°
k diampBkqη ¤ c. If 2 � 2�p ¤ diampBkq   2 � 2�pp�1q for some

p P t0, 1, 2, . . .u, then Bk contains one or more of the balls Uip2�pq. Thus
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|tk P N : 2 � 2�p ¤ diampBkq   2 � 2�pp�1qu| ¤ Np2�pq

and ¸
k

diampBkqη ¤
8̧

p�0

Np2�pq2�pp�1qη   8,

as required.
If we establish the claim regarding capacities, then this will establish that

the capacity dimension of S is α. This then gives the required lower bound on
the packing and Hausdorff dimensions because the Hausdorff measure equals
the capacity dimension and the packing dimension dominates Hausdorff di-
mension.

In order to establish the claimed lower bound on Capf pSq it appears, a
priori, that for each gauge f we might need to find a probability measure
µ depending on f such that pEf pµqq�1 is at least the left–hand side of the
inequality. It turns out, however, that we can find a measure that works si-
multaneously for all gauges f . We construct this measure as follows.

Let A denote the algebra of subsets of S generated by the collection
of balls U . Thus, A is just the countable collection of finite unions of
balls. The σ–algebra generated by A is the Borel σ–algebra of S. The
sets in A are compact, and, moreover, for all k P N and indices 1 ¤
i ¤ k if Uipσkq � Ui1pσk�1q Y Ui2pσk�1q Y � � � Y Uim

pσk�1q (that is, if
tIi1pσk�1q, Ii2pσk�1q, . . . , Iim

pσk�1qu � tI`pσk�1q : I`pσk�1q �Πpσkq Iipσkqu),
then Fipσkq � Fi1pσk�1q�Fi2pσk�1q�� � ��Fim

pσk�1q. It is, therefore, possible
to define a finitely additive set function ν on A such that

νpUiptqq � Fiptq, t ¡ 0, 1 ¤ i ¤ Nptq, (B.2)

and
νpSq � 1. (B.3)

Furthermore, if A1 � A2 � . . . is a decreasing sequence of sets in the
algebra A such that

�
nAn � H, then, by compactness, An � H for all

n sufficiently large and it is certainly the case that limnÑ8 νpAnq � 0. A
standard extension theorem – see, for example, Theorems 3.1.1 and 3.1.4 of
[48] – gives that the set function ν extends to a probability measure (also
denoted by ν) on the Borel σ–algebra of S.

From (B.1) we see that for some constant 0   c1   8 (not depending on
f) we have
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Capf pSq ¥ pEf pνqq�1 �
��»

ϕf pdtq
¸

UPUptq
νpUq2

��1

�
��»

ϕf pdtq
Nptq̧

i�1

Fiptq2
��1

¥ c1
�»

ϕf pdtqpt^ 1qα

�1

� c1
�» 1

0

fptqtα�1 dt


�1

.

Turning to the upper bound on Capf pSq, note from the Cauchy-Schwarz
inequality that for any µ PM1pSq

1 �
�� ¸

UPUptq
µpUq

�2

¤ Nptq
¸

UPUptq
µpUq2,

and so, by (B.1),

Capf pSq ¤
�»

ϕf pdtqNptq�1


�1

¤ c2
�»

ϕf pdtqpt^ 1qα

�1

� c2
�» 1

0

fptqtα�1 dt


�1

,

for some constant 0   c2   8. [\
Remark B.4. By the Cauchy-Schwarz inequality,

1 �
��Nptq̧

i�1

Fiptq
�2

¤
��Nptq̧

i�1

Fiptq2
�Nptq.

Thus,

lim sup
tÓ0

tαNptq   8 ùñ lim inf
tÓ0

t�α
Nptq̧

i�1

Fiptq2 ¡ 0

and

lim sup
tÓ0

t�α
Nptq̧

i�1

Fiptq2   8 ùñ lim inf
tÓ0

tαNptq ¡ 0.
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polaire près I. Ann. Probab., 1:207–222, 1973.

75. R.K. Getoor and J. Glover. Markov processes with identical excessive measures.
Math. Z., 184:287–300, 1983.
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p-adics. J. Fudan Univ. Nat. Sci., 44(3):457–461, 476, 2005.

132. Florin Soucaliuc, Bálint Tóth, and Wendelin Werner. Reflection and coales-
cence between independent one-dimensional Brownian paths. Ann. Inst. H.
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François BOLLEY ENS Lyon, F
Maria Emilia CABALERRO Univ. Mexico
Francesco CARAVENNA Univ. Pierre et Marie Curie, Paris, F
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Erwan SAINT LOUBERT BIÉ Univ. Blaise Pascal, Clermont-Ferrand, F
Catherine SAVONA Univ. Blaise Pascal, Clermont-Ferrand, F
François SIMENHAUS Univ. Pierre et Marie Curie, Paris, F
Tommi SOTTINEN Univ. Helsinki, Finland



List of participants 189

I. TORRECILLA-TARANTINO Univ. Barcelona, Spain
Gerónimo URIBE Univ. Mexico
Vincent VIGON Univ. Strasbourg, F
Matthias WINKEL Univ. Oxford, UK
Marcus WUNSCH Univ. Wien, Austria





List of short lectures

Larbi Alili On some functional transformations and
an application to the boundary crossing
problem for a Brownian motion

Fabrice Baudoin Stochastic differential equations and
differential operators
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